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BCTYII

IIporpama BuBYeHHS HaBYanbHOI aucrumuliHd  «KormiTueHa
JHTBICTHKA: iCTOPis BUHUKHEHHS, PO3BUTOK HAYKOBHX IIKiJI, CTAHOBJICHHS
CKJIaJlcHa BIAMOBIZHO IO OCBITHBOI IpOrpamMH MiATOTOBKH JlOKTOpa
dimocodii (PhD) 3a cnerianprictio 035 dimosoris.

IIpeameTom BUBYEHHS HaBYAIbHOI JUCHHILUTIHYU € JIIOAChKA KOTHILis
— B3a€EMOJiS CHCTEM CIPUIHATTS, YSABJICHHS Ta OCOOJMBOCTI 3aCBOEHHS M
00poOku iH(popMarli 3a JOMOMOIOK MOBHHX 3HAKiB; pOJIb MOBH B
KOHLIENTyati3alii Ta Kareropusamii CBiTy, B Mi3HaBaJbHUX Hpolecax i
y3arajJbHEHHI JIIOACHKOTO JIOCBiAy; 3B’S30K KOTHITHBHUX 3JiOHOCTEH
JIFOJIMHU 3 MOBOIO Ta popMHU iX B3aeMoil.

MixnucuuniiHapHi 3B’ SI3KH. AKIEHTYIOYH yBary  Ha
B33a€MO3B’SI3KaxX Ta B3a€MOJil MOBH Ta MHCIICHHS, KypC PO3IJISIAE IUTAHHS,
OB’ s13aHi1 3 JIOTIKOI0 (JIOTIYHHUU aHaji3 MOBH), (KOTHITHBHOIO) IICUXOJIOTIEI0
(mcuxomiHTBiCTHKA), HeWpodizionorieto (HEHpONIHTBICTHKA), TEOpi€ro
IITYYHOTO IHTEJIEKTY.



1. OMMC HABYAJIBHOI TUCITATIVITHA

Kypc moknukaHuii po3MUPUTH Ta MOTIHNONTH B aCHipaHTIB 3HAHHA 3
Teopii Ta icTOpii KOTHITUBHOI JIHTBICTHKH, CIIOHYKaTH KpPHUTHYHO
OLIHIOBATH CTAHOBJIEHHS, MpPOOJIEMATHKy Ta MEPCIEKTUBH CYYacHOL
KOTHITUBHOI JIHTBICTHKHA. Y pe3yJbTaTi OCBOEHHS INPOrpaMu 3100yBad
MIOBUHEH KPUTHUYHO OIL[IHIOBATH OCHOBHI NOHSTTA Ta TEPMIiHM KOTHITHBHOI
JIHTBICTUKH, OCBOITH METOJWKY KOTHITHBHOTO aHaji3y, a TaKoxX
chopMyBaTH YSBJICHHS NP0 CTPYKTYpH penpe3eHTanii 3HaHb Ta IIpo
NPUHOMIM ~ KOHLeNTyamzalii ¥  kaTeropusamii  30BHILIHEOTO  Ta
BHYTPIIIHBOTO CBITY JIFOJIMHH, 1X BiJI3epKaJICHHS B CTPYKTYpi Ta CEMaHTHII
MOBHHUX OIWHHMIb. [locTaBiieHa MeTa BH3HA4Ya€e OBOJIOJIHHS acIHipaHTaMu
KOMIUIEKCY 3HaHb Ta HABUUYOK: CKJIACTH 3arajbHy ysSBY NP0 CTaH Cy4acHOi
JIHTBICTUYHOI HAYKW; YiTKO YCBIZOMHTH €TallM CTAHOBJCHHS Ta PO3BHUTKY
KOTHITUBHOI JIHTBICTUKH; OIIAaHYBATH TEOPETHYHI 3acald KOTHITUBHOI
JHTBICTUKH Ta BMITH 3aCTOCOBYBAaTH iX IPAKTUYHO NpPHU TIPOBEICHHI
KOHLENTYaJbHOTO  aHali3y  MOBHOTO  MaTepialy,  IpPOTHO3YBaTH
MIEPCIIEKTHBH HMOAANBIINX AOCIIKEHb Y MEXaX KOTHITUBHOI JIIHTBICTHKH.

3riiHO 3 BUMOTaMH1 OCBITHBOI IIPOIpaMH acIipaHTH TIOBHHHI:

3HATH: CTAaHOBJICHHS Ta PO3BUTOK OCHOBHHUX HAIPSIMIB y Cy4acHii
KOTHITUBHIH JIHIBICTHILI, ICTOPII0 BUHUKHEHHSI, PO3BUTOK HAayKOBHX ILIKL,
CTaHOBJICHHS METOI0JIOTTYHOT 0231 KOTHITUBHOT JIIHI'BICTUKH, OCHOBHI pUCH
KOTHITUBHOTO MiJXOAYy 1O MOBH, OCHOBHI Kareropii i mocryiaru
KOTHITUBHOI JTHTBICTHKH, METOAM 1 NPUHOMH ONHKCY KOHIIENTIB, IX
MO/ICITIFOBAHHS,;

BMITH. KPUTHYHO OILIHIOBAaTH NEPEBICHUKIB Ta OCHOBOIIOJIOXKHUKIB
KOTHITUBHOI  JIHIBICTMKHM, 1X JIHIBICTHMYHI IONNISIAM Ta  METOIM
JOCII/DKEHHS, YITKO XapaKTepu3yBaTH TOJOBHI NEPiOAM CTaHOBIICHHS
KOTHITUBHOI JIHTBICTHKH, PO3PI3HATH CIEIMU(IKy Ta MpodIeMH pPi3HUX
HanpsiIMiB KOTHITHBHOI JIIHTBICTHKH, IX IPEACTaBHUKIB Ta KOJO iXHIX
HAYKOBHX IHTEpECIB, JIOTIYHO Ta apryMEHTOBAaHO BHMKJIaJaTH MPOOJIEMATHKY
Cy4acHMX HalpsMIB  PO3BUTKY KOTHITUBHOI JIIHTBICTHKH, JaBaTu
BU3HAYCHHS! OCHOBHMX IOHSTh, XapaKTEePU3yBaTH NOCIIIPKEHHS IPOBIIHUX
BYCHUX [IEBHOT'O HAIPSIMY.

IMporpamui pe3yJbTaTH: a) 3HaHHA OCHOB @inocodii HayKH,
3arajJbHUX TNpoOJeM T3HAaHHS, AaKTyalbHHX npoOiieM  pO3BHUTKY
¢itonoriyHoi Hayku; 0) CyYyaCHHMX METOMIB TPOBEICHHS JOCHIIKEHb Y
raiy3i Qinosorii Ta B CyMDKHHX Traiy3sX HAayKH; Cy4aCHHX YSIBJIEHb IIPO
NPUHOUIM CTPYKTYpHOI 1 (yHKIIOHAJBHOI Oprasizamii JOCIiJUKYBaHUX
MOBHHUX CHCTE€M; B) YMIHHS CaMOCTIHHO IUIaHYBaTH Ta BHUKOHYBaTH



JOCIIKEHHS, OLIHIOBATH OTPUMAaHi pe3yNbTaTH, 3aCTOCOBYBAaTH iX Y
MOJAIBIINX HAYKOBHX pO3BigKax y Tamy3i ¢inororii; r) morivHo Ta
apTyMEHTOBAHO BUKJIAJATH NPOOIEMATHKY Cy4aCHHX HAaIlpsSMIB PO3BUTKY
JHTBICTUKH, YMiIO W JOpPEYHO BHKOPHUCTOBYBATH OCHOBHI JIHTBICTHYHI
MIOHATTS; T) 3aCTOCOBYBATH CHCTEMHHUH TIXiM, IHTErpyIOYH 3HAHHA 3 1HIITIX
JOUCHUIUTIH, T 9ac MPOBEICHHS MOCTIKEHb 13 (iyororii; aHamizyBaT i
KPUTUYHO OIIIHIOBaTH iH(GOPMAII0 3 PI3HUX JDKEpeN; J) apryMEeHTYBaTH
BHOIp METONIB pO3B’SI3yBaHHS CICIATi30BaHUX 3aBIaHb, KPUTHYHO
OLIIHIOBAaTH OTpPUMaHi pe3yjibTaTh ¥ 3aXMIIATH MPUHHATI pIIICHHS;
OLIIHIOBATH JOLUUIBHICTE 1 MOXJIMBICTh 3aCTOCYBaHHS HOBHX METOJIB,
TEXHOJIOTIH y raimy3i ¢inomnorii.
IIporpama po3paxoBaHa Ha 24 TOIUHH MPAKTUIHHUX 3aHATH.



2. MIPOTPAMA HABYAJIbHOI JUCIUIIITHA
«KOI'HITUBHA JITHI'BICTHKA: ICTOPIsSI BHHUKHEHHS,

PO3BUTOK HAYKOBHUX KL, CTAHOBJIEHHS»

3microBuii moayas 1. KorniTuBHa IniHrBicTMKa 1 ii Micue B cydacHid
HAYKOBIiH{ mapagurMi.

Tema 1. Etanu cTaHOBIIEHHS KOTHITUBHOI JTIHTBICTHKH.

Tema 2. OcHOBHI KaTeTopii i MOCTyIaTH KOTHITUBHOI JTIHI'BiCTHKH.

3micToBuii Moayab 2. CeMaHTHKa B KOTHITUBHIH JIHTBICTHIIL.
Tema 3. OcHOBHI i7ie1 KOTHITUBHOI CEMaHTHKH: TCOPSTUYHI MEPEIYMOBH.
Tema 4. OcHOBHI i71e1 KOTHITUBHOT CEMaHTHKHU: 3aCTOCYBaHHS Ta PE3yJIbTaTH.

3micToBuii Moxyab 3. KoraiTueHa JiHIMBICTHKA HA CY4aCHOMY €Tarli.
Tema 5. KoraituBHa 0HOMAacioJoris.
Tema 6. KorniTuBHI Teopii rpaMaTHKH.



3. TEMHU NIPAKTUYHUX 3AHSATH

KoruituBHa miHrBicTHKa B cHcTeMi HayK. CTaHOBJICHHSA
KOTHITUBHOI JIHTBICTHKH: JDKepena Ta eramu (GopMyBaHHS
Hayku. [Ipobmemwm, 3amadi i moctymaTH Haykd. MoBa sk
00’€KT KOTHITMBHUX JOCHI/DKEHb, 3B’SI30K MOBH 3
MHCJICHHEBUMH Ta [ICHXIYHUMH [IPOLIECAMH 1 CTPYKTYpaMH.

Tepminonoriuna 6a3a KOTHITHBHOI JiHrBiCTHKH. [lOHATTS
KOHLleNTyati3auii Ta kareropusauii. [ToHATTS KoHuenTty i
koHuenrochepu. HominatueHe nose konuenrty. Konuenr i
3HaueHHs. CTpykTypa KoHuenty. KoHuenTyanbHuil aHami3.
Tunonoris  KOHIENTIB:  KOHKPETHO-YYTTEBUH  00pas,
VSIBJICHHSI, CXEMa, MOHATTSA, (peiiM, CICHApii, TelITanbT
tomo. CrpykTypa mpoTOTHUMHOI Kareropii. IToHATTS
NPOTOTHIY, BHAM MPOTOTHINIB: 3pa3oK, €TANOH, CTEPEOTHII,
imean Ttompo. IloHATTS «daminmeHa MOHiIOHICTE». OCHOBHI
Mozei KaTeropu3ariii: MIPOTNIO3HIIIOHATBHI MOJIEN,
cxeMaTH4HI Mozen o0OpasiB, MeTagopHIHI Ta METOHIMIUHI
Mozem. Twumm Karteropiii: Kareropii 0a30BOro piBHS,
KJIaCWYHi, TIOPOIKYBaHi, padiaibHi, rpagyioBaHi, KJIacTepHI
Ta iHII KaTeropii.

KorHiTuBHa ceMaHTHKa SIK OJMH 13 LEHTPAJIbHUX PO3ALIIB
KOTHITUBHOI  JIHrBiCTHKH.  EkcrepieHuianbHa — Teopis
JIx. Jlakodda. KornitueHa rpamaruka P. Jlenekepa. Teopis
MeHTadbHux  mpoctopie K.  Dokon’e.  Konremis
«OHTOJIOTIYHMX Karteropiit» P. [Ixakennodda. KommekcHi
mpuMmituBd K.  Banpmemyaza. @peiimMoBa  KOHIITIis
Y. dimmmopa. Konmermis ¢peiimie C.A. XKaboTHHCBHKOI.
OpeiiMoBa ceMaHTHKa SK METOJ aHajily Ta CcIocid
NIPEACTABICHHS 3HAYEHHS MOBHHX OJIMHHIIb.

BuBuenns wMetadopu i MeTOHIMII B KOTHITHBHIN
miHrBicTHII.  «Mertadopu, B  SAKHX MH  JKHBEMO»
Ix. Jlakodda, M. [rxorcona. CeMaHTHKA NPUHMEHHUKIB Y
mpansgx A. I'epckositn. TonosoriyHa ceMaHTHKA.

JlocmigHWIIBKI ~ HampsIMKA ~ KOTHITMBHOI ~ OHOMAcCioJIorii.
CTpykTypa  MEHTQJbHO-TICHXOHETHYHOTO  KOMILUIEKCY.
Konmermiis  O.0.  CemiBanoBoi. Mogens  JUKTYyMY
MPOMO3UIii ~ MEHTATbHO-TICHXOHETHYHOTO  KOMIUIEKCY.
TepminansHO-acoIiaTHBHA MOJEIb MEHTaJIbHO-
MICUXOHETUYHOTO  KOMIUIeKCy. [Ipomo3uTHBHO-IMKTYMHA




MOTHBALIis. AcouiaTHBHO-TepPMiHAIbHA MOTHBALIIS.
3mimannii Thn MoTuBamii. KoHmenrtyamsHO-iHTErpariiiHa
motuBatis. [IceBmoMoTHBaIis.

KoruituBHi Teopii rpamarmku. ['pamaTthka KOHCTPYKIid 4
Y. Odimmopa. KoHmemmis KOHCTPYKLIHHOI TpaMaTHKH

A. Tonubepr. PanmmkanbHa TpamMaTHKa KOHCTPYKIIH

VY. Kpodra. Kornitusaa teopis mopdomorii Jlx. baiioi.
[HnuBigyanpHe HAYKOBO-TOCTITHE 3aBIAHHS. 2
Pazom 24




4. IPAKTUYHI 3AHATTSA
Ipakrnyne 3ansarTs 1

3aBaanns l.

1. KorHiTHBHA JIHTBICTHKA B CHCTEMi HayK.

2. CraHOBIEHHS KOTHITHBHOI JIHI'BICTUKH: JDKEpelda Ta eTaru
(hopMyBaHHS HayKH.

3. IIpobnemu, 3a1adi i MOCTYJIaTH KOTHITUBHOT HAyKH.

4. MoBa 5K 00’€KT KOTHITMBHHX JOCJTI)KE€Hb, 3B’SI30K MOBH 3
MHCJIEHHEBUMH Ta ICUXIYHUMH NPOLIECAMH 1 CTPYKTYPaMH.

3asaanns I1.

1. Tlepernsiupte «Hilpert M. A Course in Cognitive Linguistics:
Introduction. Pexum pnoctymy: https://www.youtube.com/watch?v=WeH
3C39Dawg&list=PLK gdsSsfw-faeun9 OLVETPT-ZGpKptlj» i Oynbte
TOTOBI IO OOTOBOPCHHSI.

2. IlpouwnTtaiite crarrio Talmy L. Cognitive Linguistics i ckiamite
PO3TOPHYTHI IIIaH 11 3MiCTy.

Jlitepartypa:

1. BemuuxoBckuii b. M. KorHutuBHas Hayka: OCHOBBI ICHXOJIOTHH
no3Hanus. M.: Cmbic; 3natenbckuii neHTp «Axagaemus», 2006. T. 1. 448 c.

2. JlempssukoB B. 3. KOrHUTHUBH3M, KOTHHIHS, S3BIK H
JIMHTBUCTHYECKAS TEOPHS. 361K U cmpykmypul npeocmasienus 3nanuti. CO.
HayYHO-aHAIUTHIECKUX 0030poB. M.: Poccuiickas Axamemus Hayk, 1992.
C.39-77.

3. JewmbsakoB B. 3. KoranTrBHAs THHTBICTHKA KaK Pa3HOBUIHOCTD
HHTEPIPETHPYIOUIETO moaxona. Bonpocwl sazvikozuanus. 1994. Ne 4. C.17-

4. KpaBuenko A. B. KorHutuBHas JHMHTBHUCTHKA W HOBasd
SMUCTEMOJIOTHS (K BOMpocy 00 UAeaTbHOM TMPOEKTe S3BIKO3HAHUS).
Hzeecmus AH. Cepusi tumepamypuot u sisvika. 2001. T. 60. Ne 5. C. 3-13.

5. KybpskoBa E.C. [IIpobnembl TpeAcTaBieHWs 3HaHWUK B
COBPEMEHHOM HayKe M POJIb JTUHTBUCTHKH B PEIICHUN STUX NMPOOIeM. A3k
u cmpykmypul npeocmasienuss 3Hanuu. CO. Hay4YHO-aHAIUTHYECKHX
0030poB. M.: Poccuiickast Akanemus Hayk, 1992. C. 4-38.

6. KyOpskosa E.C. HauanpHble 3Tanbl CTaHOBJICHHUS! KOTHUTUBH3MA!
JIMHTBHCTHKA — TICUXOJIOTHSI — KOTHUTUBHASL HAayKa. Bonpocwl A361Kk03HAHUA.

1994. Ne 4. C. 68-78.
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7. KyOpsikoBa E. C. fI3pIk 1 3HaHWE: HAa IYTH MOTyYCHHUS 3HAHHUHA O
SA3BIKE: 9aCTHU PE€YIA C KOTHUTHBHOU TOYKH 3pEHUI. Ponp a3pIKka B MO3HAHUU
Mupa. M.: SI3BIKH CTaBIHCKHX KyIbTYyp, 2004. 555 c.

8. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

9. Hilferty J. Cognitive linguistics: an introductory sketch. Pexuim
nocrymy 1o pecypey: http://lingua.fil.es/~hilferty/coglx.pdf

10. Langacker R. Foundations of cognitive grammar: theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

IIpakTuyne 3ansaTT 2

3aBaanng |.

1. Tepminonoriyaa 6a3a KOTHITHBHOT JIIHTBiICTHKH.

2. [lonATTs KOHIENTYai3amii Ta kKareropu3zarii. [IoHATTs KOHIENTY i
koHuenrochepn. HomiHatmBHe mnone koHmenty. KoHmenT i 3HadeHHS.
CrpyKTypa KOHLIETITY.

3. KonuenrtyanpHuit anami3. Tunonoris KOHLENTIB: KOHKPETHO-
4yTTEBUN 00pa3, ysBJIEHHs, CXeMa, MOHATTS, QpeiM, cleHapii, remraibt
TOILO.

4. Crpykrypa mnporotunHoi karteropii. [ToHsTTss mpoToTtumy, BUIU
MPOTOTHIIIB: 3pa30K, €TANIOH, CTEPEOTHII, ifiean Touo. [loHaTTs «daminbHa
MOXIOHICTEY.

5. OcHOBHI Mojeni KaTeropusaiii: NpPOIO3UIIIOHAIEHI MOJIENI,
cxeMaTH4Hi Mojeni 00pasiB, MeTapOPHYIHI Ta METOHIMIYHI MOJIENI.

6. Tumm kareropiii: karteropii 0a30BOTO piBHA, KJIACHYHI,
MOPOJDKYBaHI, paialibHi, TpaxyHoBaHi, KIACTEPHI Ta 1HII KaTeropii.

3ananns Il.

1. Ilepernauste «bonmeipes H.H. Teopus kareropmsamuu. Pexxum
nocrymy:  http://tube.sfu-kras.ru/video/1647» i OGyansre TrOTOBI  JI0
00rOBOPEHHS.

2. Ipountaiite crarTio Margolis E., Laurence S. Concepts i ckiazite
PpO3TOpPHYTHUH IIaH i1 3MICTYy.

Jliteparypa:

1. Bongsipes H.H. Korautushas cemanTrka. Tam60B: U3a-Bo TT'Y,
2000. 123 c.
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2. Kubpux A. E. JIuHTBHUCTHYECKAs PEKOHCTPYKIHMS KOTHUTHBHOMN
CTPYKTYpbL. [lepsasi poccuiickas KonghepeHyus no KOSHUMUBHOU HAYKe.
Tesucsr noxmanos. Kazans: M3a-Bo Kazanckoro roc. ya-ta, 2004. C. 110-111.

3. KpaBuenko A. B. SI3pIk m BOCTIpHATHE: KOTHUTHBHBIC ACHEKTHI
SI3BIKOBOM KaTeropmzarmu. Vpkyrek: M3n-Bo Mpkyrckoro ya-Ta, 1996. 160 c.

4. Ky6psaxosa E.C. Karteropusamust Mupa: MpOCTPAaHCTBO M BpEMs
(BcTymuTeNBHOE CIIOBO). Kamezopuzayus mupa: npOCMPAHCMEO U BPEMSL.
Marepuansl HayyHoil koHpepenimu. M.: MI'Y um. M.B. JlomoHocoBa.
1997. C. 5-14.

5. Huxurtua M.B. OcHoBanusi korHutuBHOW cemanTHku. CIIO.:
PITIY, 2003. 277 c.

6. INamkpan IO.I. Ilpomo3uuoHanbHas ¢GopMa IpeAcTaBICHUS
3HaHUH. A3bik u cmpykmypel npeocmasienus 3uanui. CO. HayIHO-
aHaUTHYeCKUX 0030poB. M.: Poccmiickas Axkagemus Hayk. 1992. C. 78-97.

7. Crepuun W.A., Tlomosa 3.JI. KorHuTmBHas JHMHTBHCTHKA. M.:
Bocrok-3anaz, 2007. 320 c.

8. Cemantuka m kareropmsanusi / AH CCCP UH-T SA3BIKO3HaHUS:
P.M. ®pymkuna u ap. M.: Hayka, 1991. 168 c.

9. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

10. Langacker R. Foundations of cognitive grammar: theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

IpakTuyne 3aHATTA 3

3aBaanng l.

1. KorHiTHBHa CeMaHTHKa SK OIHWH 13 [EHTPAIGHUX PO3ALIIB
KOTHITHBHOT JIIHTBICTHKH.

2. Excniepienttiansua Teopis Jx. Jlakodda.

3. KorniTuBHa rpamaruka P. Jlenekepa.

4. Teopist MenTanpHuX mpoctopis XK. Dokon’e.

5. KoHuiernirist «<OHTOJOT uHuX KaTeropii» P. Ixakenmgodda.

6. Kommnexcui npumitusu K. Bannenyasa.

7. ®peiimoBa konmenmist Y. Pimmmopa. Konmenmis ¢peiimis
C.A. KaGoTHHCBKOI.

8. dpeiiMoBa ceMaHTHKA SIK METOJI aHAJII3y Ta CIIOCiO MPeICTaBICHHS
3HAYEHHS MOBHUX OJMHUIIb.
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3asaanns Il.

1. Tlepermsmbre «A course in Cognitive Linguistics: Cognitive
Grammar. Pexum goctymy:  https://www.youtube.com/watch?v=dDfX
3971Z_A» i 6ynpTe ToTOBI 10 0OTOBOPEHHS.

2. Tlepermsubre «George Lakoff on Embodied Cognition and
Language. Pexum moctymy: https://www.youtube.com/watch?v=XWYao
A0ijdQ» i 6yapTe rOTOBI 10 0OGTOBOPEHHSI.

3. Ilpouwnraiite crartio Taylor J.R. Cognitive Semantics i ckianith
PO3TOPHYTHH IUIaH i1 3MiCTY.

Jlitepartypa:

1. Bongeipes H.H. Koruurushast cemantrka. Tam0os: U3a-so TT'Y,
2000. 123 c.

2. JXKabormackas C.A. KoHumenTyanbHBIH aHANMH3: THIB (PpEHMOB.
Bicnuk Yepracokozo yu-my. 1999. Bum. 11. C. 12-25.

3. Munckuit M. ®peiiMbl IS TpeaCTaBICHHUS 3HaHUH. M.:
Oueprus, 1979. 152 c.

4. Paxununa E. B. KorHuTHBHas ceMaHTHKA: HCTOPHS, IEPCOHANNH,
uzeu, pesynsratbl. Cemuomuxa u ungpopmamuxa. 1998. Bem. 36. C. 274—
323.

5. Paxununa E. B. OcHOBHBIE HJeH KOTHUTHBHOM CEMaHTHKH.
Cospemennas AMepUKaHcKas  JUHSBUCTIUKA. DynoamenmanvHule
nanpaenenus. M: Enquropuan YPCC, 2002. C. 370-389.

6. Paxumuna E. B., PesmmkoBa T. WM. ®peiiMOBBI MmOmxon K
JIEKCUYECKOW THITOJIOTUH. Bonpocuwl sizbikosnanus. 2013. Ne 2. C. 3-31.

7. ®umamop Y. OcHOBHBIE TPOOIEMBI JIEKCHYECKOH CEMaHTHKH.
Hosoe 6 3apybecroii iunesucmuxe. 1988. Bem. 12. C. 74-122.

8. ®mwmmop Y. ODpelimpl W cemaHTHKa TOHUMaHUA. Hosoe 6
3apybesicrhou aunesucmuxe: Koenumuenvie acnexmer szvika. 1988. Beim. 23.
C.52-92.

9. Yenku A. CoBpeMeHHbIE KOIHUTHUBHBIE MOJXOIbI K CEMaHTHKE:
CXOJICTBA M PAa3IMYMs B TEOPHSX U LENsiX. Bonpocwul azvikosnanus. 1996.
Ne 2. C. 68-78.

10. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

11. Fauconnier G. Mappings in thought and language. Cambridge:
Cambridge Univ. Press, 1997. 201 p.

12. Jackendoff R. S. Semantics and cognition. Cambridge, MA: The
MIT Press, 1986. 297 p.
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13. Lakoff G. Women, fire, and dangerous things: what categories
reveal about the mind. Chicago: The University of Chicago Press, 1990. 345 p.

14. Langacker R. Foundations of cognitive grammar; theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

15. Langacker R. Foundations of cognitive grammar: descriptive
application. V. 2. Stanford: Stanford Univ. Press, 1987. 590 p.

16. Talmy L. Toward a cognitive semantics: In 2 vol. Cambridge:
MIT Press, 2000a. Vol. 1: Concept structuring systems. 565 p.

17. Talmy L. Toward a cognitive semantics: In 2 vol. Cambridge: MIT
Press, 2000b. Vol. 2: Typology and process in concept structuring. 495 p.

IpakrnuHe 3ansATTA 4

3aBaanng |.

1. BuB4ueHHs MeTadopH i METOHIMIT B KOTHITHBHIH JTIHTBICTHIII.

2. «Metadopu, B sxux mu xuBemo» J[x. Jlakopda, M. J[xoHCOHA.
3. CemaHTHKa IPUIIMEHHUKIB y Tparsix A. ['epckoBiti.

4. TonosoriuHa ceMaHTHKA.

3aBnanns Il.

1. Iepernsuste «George Lakoff on how he started his work on
conceptual metaphor. Pexxum moctymy: https://www.youtube.com/watch?v
=Eu-9rpJITY8» i OynbTe TOTOBI 10 0OTOBOPEHHS.

2. Tepernsusre «Metaphors we live by. Pexum mocrymy: https:/
www.youtube.com/watch?v=kaWS4wRrcbg» 1 Oyampre rOTOBI MO
00TOBOpEHHSI.

3. Ipouutaiite crartio Chilton P. Metaphors in Political Discourse i
CKJIQZIITh PO3TOPHYTHII IIIaH i 3MmicTy.

Jlirepartypa:

1. Jlakod¢ k., Jrxoncon M. Metadopbl, KOTOPHIMH MBI JKHBEM.
Teopusi memaghoper. M.: TIporpecc, 1990. C. 387-416.

2. Jlaxodd JIx. Meiutenue B 3epkaiie kiaccuduxaropos. Hosoe 6
sapybedcnou aunesucmuxe: Koenumusnoie acnexmot sizvika. 1988, Boim. 23.
C. 12-51.

3. Paxununa E. B. OcHoBHBIE HI€M KOTHATHMBHOW CEMAHTHKH.

Cospemennas ~ amMepukamckas — JUHSBUCHUKA! DyHoamenmanvrvle
nanpasnenus. M.. Enquropnan YPCC, 2002. C. 370-389.
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4. Yenku A. CoBpeMeHHBIC KOTHHTHBHBIE TOIXOIBl K CEMaHTHKE:
CXOJCTBA M Pa3NU4Msi B TCOPHSAX W WeNsiX. Bonpocwvl asvikosnanus. 1996.
Ne 2. C.68-78.

5. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

6. Haser V. Metaphor, metonymy, and experientialist philosophy:
Challenging cognitive semantics. Berlin; New York: Mouton de Gruyter,
2005. 296 p.

7. Lakoff G. Women, fire, and dangerous things: what categories
reveal about the mind. Chicago: The University of Chicago Press, 1990. 345 p.

8. Langacker R. Foundations of cognitive grammar: theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

9. Radden G., Kovecses Z. Towards a theory of metonymy.
Metonymy in language and thought. Amsterdam /Philadelphia: John
Benjamins Publ., Co., 1999. P. 17-60.

IIpakTuyHe 3aHATTA 5

3aBaanns l.

1. JlociiTHAIBK] HANPSIMKH KOTHITUBHOT OHOMACiOJIOTi.

2. CTpyKTypa MEHTAJIbHO-TICHXOHETUYHOTO KOMILIEKCY.

3. Konnenuis O.0. CeniBaHoBoi.

4. Mogenb JIUKTYMYy TIPOIO3UI[il MEHTAIbHO-IICHXOHETHYHOTO
KOMILIEKCY.

5. TepmiHanbHO-acoLIaTHBHA MOJEIb MEHTAJIbHO-IICHXOHETHYHOTO
KOMILIEKCY.

6. [Ipono3UTHBHO-TUKTYMHA MOTHUBAIisL. ACOIIaTHBHO-TEPMiHAIbHA
MotuBarisa. 3mimanuid THO MotuBalmili. KoHmenrtyampHO-iHTErpamiifHa
MotuBaris. IlceBpomoTuBais.

3aBnanns Il.

1. Teperasupre «Onomasiology. Pexxum moctymy: https://www.
youtube.com/watch?v=iwUVhJx4YrU» i 6yapTe roTOBi 10 OOTOBOPEHHSI.

2. Ilpouwnraiite crartio Geeraerts D. Onomasiology and Lexical
Variation i cknaaiTe po3ropHyTuil miaH ii 3micty.

Jliteparypa:

1. KyOpsikosa E.C. YacTn peun ¢ KOTHUTHBHOW TOYKHM 3peHHs. M.:
Nu-T1 s3pixo3nanus PAH U4, 1997. 328 c.
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2. Crepuun W.A., TlomoBa 3.JI. KorHuTHBHas JHHTBHUCTHKA.
M.: Bocrok-3amazm, 2007. 320 c.

3. Paxwnuna E. B. KorHuTHBHBIA aHaIW3 NpeIMETHBIX HMEH: OT
coueTaeMocTH K ceManTuke. M.: Pycckue cimoBapwu, 2008. 416 c.

4. CemmBanoBa E.A. Teopernmdeckue OCHOBBI KOTHUTHUBHOMN
oHOMacuosoruu. Bicnux Yepracvkozo yr-my. 1999. Bum. 11. C. 3-12,

5. CemuBanoBa E.A. KormutuBHas  oHoMmacuwonorus. K.
®durocoumoneHTp, 2000. 248 c.

6. CeniBaHoBa O.O. AKTyaJlbHI HampsIMH Cy4acHOI JIIHTBICTUKH
(ananmitTnunnii ornsin). K.: duroconmonentp, 1999. 148 c.

7. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

8. Langacker R. Foundations of cognitive grammar: theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

IpakTnyHe 3aHATTA 6

3aBaanHq |.

1. KorHiTHBHI Teopii rpaMaTHKH.

2. I'pamaruka koHcTpykuiid Y. dinnmopa.

3. Konneniiist KoHCTpyKLiHHOT rpamatuku A. ['onaoepr.
4. PagukanpHa rpaMaTtuka KOHCTpyKIlii B. Kpodra.

5. KornituBHa Teopis Mmopdoorii k. baiioi.

3asaanns I1.

1. Tlepernsiute «Adele Goldberg on Linguistics and Grammar.
Pexxum pocrymy:  https://www.youtube.com/watch?v=FVuyhx2msTl» i
OynbTe TOTOBI 10 OOTOBOPEHHS.

2. Mepernsaupre «What is Construction Grammar? Pesxxum goctymy:
https://www.youtube.com/watch?v=9DIInszLUMO0» i GyapTe TrOTOBi J10
00rOBOPEHHS.

3. IlpounTaiite crartio Michaelis L.A. Construction Grammar i
CKJIQJIITh PO3TOPHYTHH IIJIaH i1 3MICTY.

Jliteparypa:
1. KyOpskosa E.C. HauanbHble Tansl CTAaHOBJICHUS! KOTHUTHBHU3MA:
JIMHTBUCTHKA — IICUXOJIOTUSl — KOTHUTHBHAS HayKa. Bonpocel A361KO3HAHUSL.

1994. Ne 4. C. 68-78.
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2. Paxwmuna E. B., Ilmyarss B. A. 0. JI. AnpecsiH kak TeOpeTHK
I'pammatukn  koHCTpykiwmid. Croso u  aAswik. COOpHHK cTaTedl K
BochMHuecaTIeTHIO akagemuka 0. JI. AnpecsiHa. M.: SI3BIKH CIaBIHCKHAX
KyneTyp, 2011. C. 548-557.

3. ®ummop Y. OcHOBHBIE TPOOIEMBI JIEKCHYECKOH CEMaHTHKH.
Hosoe 6 3apybescroii nunesucmuxe. 1988. Bem. 12. C. 74-122.

4. Langacker R. Foundations of cognitive grammar: theoretical
prerequisites. V. 1. Stanford: Stanford Univ. Press, 1987. 516 p.

5. Croft W. Radical construction grammar: Syntactic theory in
typological perspective. Oxford: Oxford Univ. Press, 2001. 416 p.

6. Croft W. Construction grammar. The Oxford handbook of
cognitive linguistics. Oxford: Oxford Univ. Press, 2007. P. 463-508.

7. Croft W., Cruse D. A. Cognitive linguistics. Cambridge:
Cambridge Univ. Press, 2004. 356 p.

8. Evans V., Green M. Cognitive Linguistics. New York: Routledge,
2018. 830 p.

9. Goldberg A. E. The inherent semantics of argument structure:
The case of the English detransitive construction. Cognitive linguistics:
Basic readings. Berlin; New York: Mouton de Gruyter, 2006. P. 401-438.
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5. IHAUBIAYAJIBHI 3ABJIAHHSA

[HauBinyansHEe HayKOBO-IOCIIIHE 3aBJaHHSI BUKOHYEThCS Yy (hopmi
nomoBini. JlomoBige — poGoTa, B AKiii BHCBITIIOETBCS TeMa 3aBIAaHHS,
JAFOTHCS BUCHOBKHM, mpomo3umii. [IpemcraBieHHs 1OmOBimi mependadae
ycHe (IyOIivHe) BHTOJIONMIEHHS Ta OOTOBOPEHHSA. MOBa BWTOJOIICHHS —
anrmiiceka. O6csar gonosini — 10-12 cTopinok.

CTpyKTypa TeKcTy 10noBiai

3MicT — CTPYKTYpYBaHHS TEKCTY.

BeTryn — 3a3HavaroThes MigCTaBH, IPUYUHM, TPOOIEMHA CUTYaIlis,
10 3yMOBHJIA HEOOX1THICTh HAITUCAHHS JIOTIOBIII.

OcHOBHA YacTHHA — AHANI3YEThCS CYYaCHUM CTaH NpoOdieMH,
HaBOJAATHCS apI'yMEHTH, OOIPYHTOBY€EThCSI OCHOBHA i71€s1.

IlincymkoBa 4YacTHHA — MICTUTh BHCHOBKH, pEKOMEHIAIIl,
TIPOTIO3HUIII.

CnHcoK BHKOPHCTAHOI JiiTepaTypH — MyOIiKamii IepeBaxxHO
octaHHiX 5-10 pokiB.

Bumoru 10 opopmiieHHst nonosini

TuTyIBbHUI JUCT MICTUTB TaKy iH(pOpMaIliF0: Ha3Ba 3aKiIajy BUILIO]
OCBITH, Ha3Ba Kadeapu, Ha3Ba TEMH JOIOBI/I; MPI3BHILE, iM’sI, IO 6ATHKOBI
acmipaHTa, Kypc, Tpylia; Ha3Ba CICIiaJbHOCTI, CHemiai3allii; MicTo, piK.

Apkym ¢dopmary A4, HaapykoBaHux depe3 1,5 iHTepBaiy,
mpudt Times New Roman 14, a63ai — 1,25 cm.

IMons cropinok: BepxHe — 20 MM, HIKHE — 20 MM, mpaBe — 20 MM,
niBe — 20 MM.

PiBHSHHS TEKCTY — IO IIMPHUHI CTOPIHKH, O€3 MePEeHOCIB.

3aronoBku cTpykTypHux dactu: 3MICT, BCTVYII, OCHOBHA
YACTUHA, MIACYMKOBA YACTHUHA, CIIMCOK BUKOPUCTAHOI
JIITEPATYPU npykyroTh BETHKHMH JIITEPaMU CHMETPUIHO JIO TEKCTY.

Pykonuc moBeH OyTH TOCHIZIOBHO TPOHYMEpOBaHUN (HOMEp
CTOPIHKH — BHU3Y, 110 LIEHTPY).

Oujinka iHAUBITyabLHUX 3aB1aHb
[HnuBigyaspHEe HAYKOBO-ZIOCTITHE 3aBJAHHSA OI[HIOETBCS B
25 OGamiB: 15 6aniB — odopmitenns gomoBixi, 10 OamiB — mpeseHTaris Ta
3aXUCT JOIOBIII.
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TeMu iHIMBIAyaTbHUX 3aBIaHb

1. KorHiTuBHa JiHTBICTHKA B CHCTEMI HayK.

2. CraHOBIIGHHS KOTHITHBHOI JIHTBICTHKH: JDKEpela Ta eTamu
(hopMyBaHHS HAYKH.

3. TlpoOmemu, 3aadi i MOCTyIIaTH HAYKH.

4. AHTpPONOIEHTPU3M SK OCHOBHa HayKoBa  Iapajurma
KOTHITUBHO-JIIHTBICTUYHOTO MiJIXO.Y.

5. KorHiuis: morisiy 3 Mo3uLiii KOTHITUBHOI JITHTBICTHKH.

6. MoBa sk 00’€KT KOTHITHBHUX JOCIIJKEHb, 3B 30K MOBH 3
MUCJICHHEBUMH Ta NCUXIYHUMH MPOLIECAMH 1 CTPYKTYPaMH.

7. TepminosoriyHa 6a3a KOrHITHBHOT JIIHTBICTHKH.

8. TIoHATTS KOHIENTYyai3amii Ta KaTeropu3atii.

9. TIoHATTS KOHIENTY i KOHIETITOC(EepH.

10. HomiHaTHBHE I0JIE KOHIICTITY.

11. Konmnenr i 3HaueHHsA. CTPYKTypa KOHIICOTY.

12. KonnenryansHAN aHATI3.

13. Tunooris KOHIENTiB: KOHKPETHO-IYTTEBUI 00pas3, YsABICHHS,
cXeMa, MOHATTS, (PpeiimM, ClieHapiii, eI TAIbT TOIIO.

14.TlepenymMmOBH  BUHHMKHEHHST W  IICHXOJIOTIYHI ~ OCHOBH
MPOTOTHUITHOTO MiJIXOy, HOTO OCHOBHI NPUHIINIIH.

15. CtpykTypa NpOTOTUIIHOI KaTeropii.

16. [ToHATTS TPOTOTHUIY, BHIAM TPOTOTHIIIB: 3pa30K, €TaJoH,
CTEPEOTHII, 11eaJT TOLIO.

17. TlonarTs «¢pamilbHA MTOAIOHICTEY.

18. OcHOBHI MoOzeNi KaTeropwsamii: MpPOIO3UIIOHANEHI MOJE,
cXeMaTH4HI Mojieni 00pas3iB, MeTapOpHYHi Ta METOHIMIYHI MOJIETI.

19. Tunm xateropiii: kareropii ©0a30BOro piBHA, KJIACHYHI,
TOPOJIKYBaHi, pajianbHi, rpaayioBaHi, KIACTEPHI Ta 1HII KaTeropii.

20. KorHiTMBHa CeMaHTHKa SK OAMH 13 LEHTPaIbHUX PO3/ALIIB
KOTHITUBHOI JIIHTBICTUKH.

21. EkcriepienmiansHa Teopis JJx. Jlakodda.

22. KoruiTuBHa rpamatuka P. Jlenekepa.

23. Teopist MeHTanbHUX npocTopiB XK. Dokon’e.

24. KoHIemnis «oHToIoTiYHuX Kareropiin» P. [xakenmodda.

25. KommtekcHi npumitusu K. Bangenyasa.

26. ®peiimoa koHuemnis Y. dimmopa.

27. Konnernuis ¢peiimiB C.A. XKaboTHHCHKOT.

28. OpeiiMoBa ceMaHTMKa K METOJ aHamizy Ta crocio
NIPE/ICTaBIICHHS 3HAYEHHS MOBHUX OMHHIb.
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29. BuBueHHs MeTaopH i METOHIMII B KOTHITHBHIN JIHTBICTHII.

30. «Mertadopu, B sxkux wmu okuBemo» JIk.  Jlakodda,
M. JI>xoHCOHA.

31. CemaHTHKa IPUIMEHHUKIB Y Tparax A. ['epckoBiTi.

32. TomosnoriyHa ceMaHTHKA.

33. locmimHUIBbKi HAIPSIMKH KOTHITUBHOI OHOMACIOJIOT 1.

34. OHomacionoriyni  CTpykTypa Ta Kareropis. Konneris
0.0. CeniBaHoBOI.

35. 'pamaTuka koHCcTpyKLii Y. dimmopa.

36. Konuenuist KoHCTpyKUiiHOT rpamaTuku A. ['onnbepr.

37. PapukansHa rpamMaTka KOHCTpYKLii B. Kpodra.

38. KornituHa Teopist Mopdosorii k. baiioi.
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6. CXEMA HAPAXYBAHHS BAJIIB

[ToTrouHe TecTyBaHHS Ta caMOCTiifHa poOOTa Cyma
3MicTOBHI 3MiCTOBHIA 3MicToBuUit IH/3
MoAaynb 1 MOAYJIb 2 MOAYJb 3
T1 T2 T3 T4 T5 T6
5 5 5 5 5 5 25 100
Mopynbauii MopnynbHuii MopynbHauii
KOHTpOJb — 15 KOHTpOJIb — 15 KOHTPOJIb — 15

Ne By naBuansHOi OniHoyHi Oanu Kinekicts 6amis
TUSITBHOCTI
T1 PoGora Ha mexkmiiiHuX 5 5
3aHATTAX
T2 BukonaHnHs 3aBIaHb i 5 5
Yyac MPaKTUYHUX 3aHATh
MonyneHuit KoHTpousb: Tect 15 15
T3 Buxonanus 3aBJIaHb 5 5
caMocTiiiHoT poboTH
T4 PoGora Ha JIeKmiHHHUX 5 5
3aHATTAX
MonyneHuit KoHTpoub: Tect 15 15
T5 BukoHaHHs 3aBIaHb IIiJ 5 5
Yyac MPaKTUYHUX 3aHATh
T6 BukoHaHHS 3aBJIaHb 5 5
caMocTiitHO1 poboTH
MonynsHuI KOHTpONbE: Tect 15 15
IH/I3: JomnoBigs Ha TEMY 25 25

Pazom

100
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7. IOJATKHA

CTATTI 10 IPAKTUYHUX 3AHATH

Ipakrnyne 3ansarrs 1

Cognitive Linguistics
Leonard Talmy, 2006 | BUFFALO (USA)

Developing over the past two to three decades, cognitive linguistics
has as its central concern the representation of conceptual structure in
language. This relatively new field can initially be characterized through a
contrast of its conceptual approach with two other familiar approaches, the
formal and the psychological. The formal approach focuses on the overt
structural patterns exhibited by linguistic forms, largely abstracted away
from any associated meaning. The tradition of generative grammar has been
centered here, but has had limited involvement with the other two
approaches. Its formal semantics has largely included only enough about
meaning to correlate with its formal categories and operations. And its reach
to psychology has largely considered only the kinds of cognitive structure
and processing needed to account for its formal categories and operations.
The psychological approach regards language from the perspective of
general cognitive systems such as perception, memory, attention, and
reasoning. Centered here, the field of psychology has also addressed the
other two approaches. Its conceptual concerns have included semantic
memory, the associativity of concepts, the structure of categories, inference
generation, and contextual knowledge. But it has insufficiently considered
systematic conceptual structuring.

By contrast, the conceptual approach of cognitive linguistics is
concerned with the patterns in which and processes by which conceptual
content is organized in language. It has thus addressed the linguistic
structuring of such basic conceptual categories as space and time, scenes
and events, entities and processes, motion and location, and force and
causation. To these it adds the basic ideational and affective categories
attributed to cognitive agents, such as attention and perspective, volition and
intention, and expectation and affect. It addresses the semantic structure of
morphological and lexical forms, as well as of syntactic patterns. And it
addresses the interrelationships of conceptual structures, such as those in
metaphoric mapping, those within a semantic frame, those between text and
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context, and those in the grouping of conceptual categories into large
structuring systems. Overall, the aim of cognitive linguistics is to ascertain
the global integrated system of conceptual structuring in language. Further,
cognitive linguistics addresses the formal properties of language, accounting
for grammatical structure in terms of its representation of conceptual
structure. And, distinguishing it from earlier semantics, cognitive linguistics
relates its findings to the cognitive structures of the psychological approach.
Its long-range trajectory is to integrate the linguistic and the psychological
perspectives on cognitive organization in a unified understanding of human
conceptual structure.

Many of the major themes of cognitive linguistics can be related in a
way that shows the overall structure of the field. A beginning observation is
that language consists of two subsystems — the open-class or lexical, and the
closed-class or grammatical — that have different semantic and functional
properties. Closed-class, but not open-class forms, exhibit great semantic
constraint, and do so at two levels. First, their referents can belong to certain
semantic categories, such as number, gender, and tense, but not to others
such as color or material. For example, inflections on a noun indicate its
number in many languages, but never its color. Second, they can refer only
to certain concepts even within an acceptable category like number — e.g.,
‘singular,” ‘dual,” ‘plural,” and ‘paucal,” but never ‘even,” ‘odd,” or ‘dozen.’
Certain principles govern this semantic constraint, e.g., the exclusion of
reference to Euclidean properties such as specificity of magnitude or shape.
What largely remain are topological properties such as the magnitude-
neutral distance represented by the deictics in This speck/planet is smaller
than that speck/planet, or the shape-neutral path represented by the
preposition in | circled/zigzagged through the forest. The two subsystems
differ also in their basic functions, with conceptual content represented by
open-class forms and conceptual structure by closed-class forms. For
example, in the overall conception evoked by the sentence A rustler lassoed
the steers, the three semantically rich open-class forms — rustle, lasso, steer
— contribute most of the content, while most of the structure is determined
by the remaining closed-class forms. Shifts in all the closed-class forms — as
in Will the lassoers rustle a steer? — restructure the conception but leave the
cowboy-landscape content largely intact, whereas a shift in the open-class
forms — as in A machine stamped the envelopes — changes content while
leaving the structure intact. The basic finding in this ‘‘semantics of
grammar’’ portion of cognitive linguistics is that the closed-class subsystem
is the fundamental conceptual structuring system of language (Talmy,
2000).
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Such conceptual structure is understood in cognitive linguistics as
‘schematic’, with particular ‘schemas’ or ‘image-schemas’ represented in
individual linguistic forms — whether alone in closed-class forms or with
additional material in open-class forms. The idea is that the structural
specifications of linguistic forms are regularly conceptualized in terms of
abstracted, idealized, and sometimes virtually geometric delineations. Such
schemas fall into conceptual categories that join in extensive ‘schematic
systems.” Many of the substantive findings about conceptual organization
made by cognitive linguists can be placed within these schematic systems.
One schematic system is ‘configurational structure,” covering the structure
of objects in space and events in time — often with parallels between the two.
For example, in its category of ‘plexity’ — a term covering both number and
aspect — the object referent of bird and the event referent of (to) sigh are
intrinsically ‘uniplex’, but the addition of the extra forms in birds and keep
sighing triggers a cognitive operation of ‘multiplexing’ that yields multiplex
referents. And in the category ‘state of boundedness,” the intrinsically
unbounded object and event referents of water and (to) sleep can undergo
‘bounding’ through the additional form in some water and (to) sleep some to
yield bounded referents.

The second schematic system of ‘perspective’ covers the location or
path of the point at which one places one’s ‘mental eyes’ to regard a
represented scene. For example, in There are some houses in the valley, the
closed-class forms together represent a distal stationary perspective point
with global scope of attention. But the substituted forms in There is a house
every now and then through the valley represent a proximal moving
perspective point with local scope of attention.

The third schematic system of ‘attention’ covers the patterns in which
different aspects of a linguistic reference are foregrounded or backgrounded.
For example, the word hypotenuse ‘profiles’ — foregrounds in attention — its
direct reference to a line segment against an attentionally backgrounded
‘base’ of the conception of a right triangle (Langacker, 1987). The verb bite
in The dog bit the cat foregrounds the ‘active zone” of the dog’s teeth. And
over an expression of a certain kind, the ‘Figure’ or ‘trajector’ is the most
salient constituent whose path or site is characterized in terms of a
secondarily salient constituent, the ‘Ground’ or ‘landmark.” These
functional assignments accord with convention in The bike is near the
house, but their reversal yields the odd *The house is near the bike.

A fourth schematic system of ‘force dynamics’ covers such relations
between entities as opposition, resistance, overcoming, and blockage, and
places causation alongside permitting and preventing, helping and
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hindering. To illustrate, the sentence The ball rolled along the green is force
dynamically neutral, but in The ball kept rolling along the green, either the
ball’s tendency toward rest is overcome by something like the wind, or its
tendency toward motion overcomes something such as stiff grass (Talmy,
2000).

Schemas from all the schematic systems, and the cognitive operations
they trigger can be nested to form intricate structural patterns. To illustrate
with events in time, the uniplex event in The beacon flashed can be
multiplexed as in The beacon kept flashing; this can be bounded as in The
beacon flashed 5 times in a row; this can be treated as a new uniplexity and
remultiplexed as in The beacon kept flashing 5 times at a stretch; and this
can in turn be rebounded, as in The beacon flashed 5 times at a stretch for 3
hours.

Further conceptual structuring is seen within the meanings of
morphemes. A morpheme’s meaning is generally a prototype category
whose members differ in privilege, whose properties can vary in number
and strength, and whose boundary can vary in scope (Lakoff, 1987). For
example, the meaning of breakfast prototypically refers to eating certain
foods in the morning, but can extend to other foods at that time or the same
foods at other times (Fillmore, 1982). For a polysemous morpheme, one
sense can function as the prototype to which the other senses are
progressively linked by conceptual increments within a ‘radial category.’
Thus, for the preposition over, the prototype sense may be ‘horizontal
motion above an object’ as in The bird flew over the hill, but linked to this
by ‘endpoint focus’ is the sense in Sam lives over the hill (Brugmann, 1981).

These findings have led cognitive linguists to certain stances on the
properties of conceptualization. The conceptual structuring found in
language is largely held to be a product of human cognition and imposed on
external phenomena (where it pertains to them), rather than arising from
putative structure intrinsic to such external phenomena and veridically taken
up by language. For example, in one type of ‘fictive motion,” motion can be
imputed to a shadow — cross linguistically always from an object to its
silhouette — as in The pole threw its shadow on the wall, even though a
distinct evaluative part of our cognition may judge the situation to lack
physical motion. An important consequence is that alternatives of
conceptualization or ‘construal’ can be applied to the same phenomena.
Thus, a person standing 5 feet from and pointing to a bicycle can use either
deictic in Take away that/this bicycle, in effect imputing the presence of a
spatial boundary either between herself and the bicycle or on the far side of
the bicycle.
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The notion of ‘embodiment’ extends the idea of conceptual imposition
and bases the imposed concepts largely on experiences humans have of their
bodies interacting with environments or on psychological or neural structure
(Lakoff and Johnson, 1999). As one tenet of this view, the ‘objectivist’
notion of the autonomous existence of logic and reason is replaced by
experiential or cognitive structure. For example, our sense of the meaning of
the word angle is not derived from some independent ideal mathematical
realm, but is rather built up from our experience, e.g., from perceptions of a
static forking branch, from moving two sticks until their ends touch, or from
rotating one stick while its end touches that of another.

The cognitive process of conceptual imposition — more general than
going from mental to external phenomena or from experiential to ideal
realms — also covers directed mappings from any one conceptual domain to
another. An extensive form of such imputation is metaphor, mainly studied
in cognitive linguistics not for its familiar salient form in literature but,
under the term ‘conceptual metaphor,” for its largely unconscious pervasive
structuring of everyday expression. In it, certain structural elements of a
conceptual ‘source domain’ are mapped onto the content of a conceptual
‘target domain.” The embodiment-based directionality of the imputational
mapping is from a more concrete domain, one grounded in bodily
experience, to a more abstract domain — much as in the Piagetian theory of
cognitive development. Thus, the more palpable domain of physical motion
through space can be mapped onto the more abstract domain of progression
through time — in fact, in two different ways — as in We're approaching
Christmas and Christmas is approaching — whereas mappings in the reverse
direction are minimal (Lakoff, 1992).

Generally, mappings between domains are implicit in metaphor, but
are explicitly established by linguistic forms in the area of ‘mental spaces.’
The mapping here is again directional, going from a ‘base’ space — a
conceptual domain generally factual for the speaker — to a subordinate space
that can be counterfactual, representational, at a different time, etc. Elements
in the former space connect to corresponding elements in the latter. Thus, in
Max thinks Harry’s name is Joe, the speaker’s base space includes ‘Max’
and ‘Harry’ as elements; the word thinks sets up a subordinate space for a
portion of Max’s belief system; and this contains an element ‘Joe’ that
corresponds to ‘Harry’ (Fauconnier, 1985). Further, two separate mental
spaces can map elements of their content and structure into a third mental
space that constitutes a ‘blend’ or ‘conceptual integration’ of the two inputs,
with potentially novel structure. Thus, in referring to a modern catamaran
reenacting a century-old voyage by an early clipper, a speaker can say At
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this point, the catamaran is barely maintaining a 4 day lead over the
clipper, thereby conceptually superimposing the two treks and generating
the apparency of a race (Fauconnier and Turner, 2002).

In terms of the sociology of the field, there is considerable consensus
across cognitive linguists on the assumptions of the field and on the body of
work basic to it. No competing schools of thought have arisen, and cognitive
linguists engage in relatively little critiquing of each other’s work, which
mainly differs only in the phenomena focused on.
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Concepts
Eric Margolis, 2006 | HOUSTON (USA)
Stephen Laurence, 2006 | SHEFFIELD (UK)

In cognitive science, concepts are generally understood to be structured
mental representations with subpropositional content. The concept CHAIR,
for example, is a mental representation with the content chair. It is
implicated in thoughts about chairs and is accessed in categorization
processes that function to determine whether something is a chair. Theories
of concepts are directed to explaining, among other things, the character of
these processes and the structure of the representations involved. Related to
this is the project of explaining what conceptual content is and how concepts
come to have their content. In the study of conceptual structure, four broad
approaches should be distinguished: (1) the classical theory, (2) probabilistic
theories, (3) the theory-theory, and (4) conceptual atomism. For recent
overviews of theories of concepts, see Margolis and Laurence (1999) and
Murphy (2002).

The Classical Theory

According to the classical theory, concepts have definitional structure.
A concept’s constituents encode conditions that are individually necessary
and jointly sufficient for its application. A standard illustration of the theory
is the concept BACHELOR, which is claimed to be composed of the
representations UNMARRIED, ADULT, and MALE. Each of these is supposed to
specify a condition that something must meet in order to be a bachelor and,
if anything meets them all, it is a bachelor. The classical theory has always
been an enormously attractive theory. Many theorists find it to be intuitively
plausible that our concepts are definable. In addition, the theory brings with
it a natural and compelling model of how concepts are learned. They are
learned by assembling them from their constituents.

The classical theory also offers a straightforward account of
categorization. Something is deemed to fall under a concept just in case it
satisfies each and every condition that the concept’s constituents encode.
Finally, the theory appeals to the very same resources to explain the
referential properties of a concept. A concept refers to those things that have
each and every feature specified by its constituents. Of course, all of these
explanations depend upon there being a separate treatment of the primitive
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(i.e., unstructured) representations that ultimately make up the concepts we
possess. But the classical theory supposes that a separate treatment can be
given, perhaps one that grounds all of our concepts in perceptual primitives
in accordance with traditional empiricist models of the mind.

The classical theory has come under considerable pressure in the last
thirty years or so. In philosophy, the classical theory has been subjected to a
number of criticisms but perhaps the most fundamental is that attempts to
provide definitions for concepts have had a poor track record. There are few
— if any — examples of uncontroversial definitional analyses. The problem
isn’t just confined to philosophically interesting concepts (e.g., JUSTICE) but
extends to concepts of the most ordinary kind, such as GAME, PAINT, and
even BACHELOR (Wittgenstein, 1953; Fodor et al., 1980). What’s more,
Quine’s (1951) influential critique of the analytic-synthetic distinction has
led many philosophers to suppose that the problem with giving definitions is
insurmountable.

For psychologists, the main objection to the classical theory has been
that it appears to be at odds with what are known as ‘typicality effects.’
Typicality effects include a broad range of phenomena centered around the
fact that certain exemplars are taken to be more representative or typical
(Rosch and Mervis, 1975; Rosch, 1978). For instance, apples are judged to
be more typical than plums with respect to the category of fruit, and subjects
are quicker to judge that apples are a kind of fruit than to judge that plums
are and make fewer errors in forming such judgments. Though not strictly
inconsistent with these findings, the classical theory does nothing to explain
them.

Probabilistic Theories

In response to the failings of the classical theory, Eleanor Rosch and
others began exploring the possibility that concepts have a structure that is
described as graded, probabilistic, or similarity-based (Smith and Medin,
1981). The difference between these approaches and the classical theory is
that the constituents of a concept are no longer assumed to express features
that its members have by definition. Instead, they are supposed to express
features that its members tend to have. For example, a standard treatment for
the concept BIRD incorporates constituents picking out the features has
wings, flies, eats worms, etc., but probabilistic theories don’t require all of
these features to be possessed by something to count as a bird. Instead,
something falls under the concept when it satisfies a sufficient (weighted)
number of them (or on some accounts, something falls under the concept to
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a degree corresponding to how many are satisfied; then nothing is a bird
absolutely but only a bird to degree n).

Like the classical theory, probabilistic theories explain concept
learning as a process where a concept is assembled from its constituents.
And like the classical theory, probabilistic theories offer a unified treatment
of reference and categorization. A concept refers to those things that satisfy
enough of the features it encodes, and something is judged to fall under a
concept when it satisfies enough of them as well. Categorization, on this
account, is often described as a similarity comparison process. An item is
categorized as belonging to a given category when the representations for
each are deemed sufficiently similar, where this may be measured in terms
of the number of constituents that they share.

One advantage of probabilistic theories is that a commitment to
probabilistic structure may explain why definitions are so hard to come by.
More important, however, is the way that probabilistic structure readily
accommodates and explains typicality effects. This is achieved by
maintaining that typicality, like categorization, is a similarity comparison
process. On this model, the reason apples are judged to be more typical than
plums is that the concept APPLE shares more of its constituents with FRUIT.
Likewise, this is why apples are judged to be a kind of fruit faster than
plums are.

Probabilistic theories continue to enjoy widespread support in
cognitive science, but they aren’t without their own problems. One concern
is that many concepts appear to lack probabilistic structure, especially
concepts that correspond to phrases as opposed to words. For example,
Fodor (1981), (1998) notes that while GRANDMOTHER may have
probabilistic structure (encoding the features gray-haired, old, kind, etc.),
there is no such structure for GRANDMOTHERS MOST OF WHOSE
GRANDCHILDREN ARE MARRIED TO DENTISTS. Fodor also challenges
probabilistic theories on the grounds that even when phrasal concepts do
have probabilistic structure, their structure doesn’t appear to be
compositionally determined. This is a problem, since it’s the
compositionality of the conceptual system that explains the productivity of
thought, viz., the fact that there is no upper bound on the number of distinct
thoughts that humans can entertain. Fodor points out that the probabilistic
structure associated with PET FISH encodes features (colorful, tiny, lives in a
bowl, etc.) that aren’t drawn from the probabilistic structures associated with
PET (furry, cuddly, etc.) and FIsH (gray, lives in the ocean, etc.).

Another common criticism of probabilistic theories is that they leave
out too much. They don’t sufficiently incorporate the causal information that
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people appeal to in categorization and don’t do justice to the fact that
reflective categorization isn’t always based on similarity (Murphy and
Medin, 1985; Keil, 1989; Rips, 1989). For example, when time is short and
when given little information about two animals apart from the fact that they
look alike, people may judge that they are both members of the same
category. But when asked for a more thoughtful answer about whether, for
example, a dog that is surgically altered to look like a raccoon is a dog or a
raccoon, the answer for most of us — and even for children — is that it is
remains a dog (see Gelman, 2003, for an overview of related literature).

The Theory-Theory

The theory-theory is largely a reaction to the last problem associated
with probabilistic theories. It explains categorization, particularly reflective
categorization, as a process of causal-explanatory reasoning. On this
approach, conceptual structure is a matter of how a concept is related to
other concepts in relatively stable causal-explanatory frameworks. The
designation ‘theory-theory’ sometimes implies little more than this. For
some psychologists, it is meant to indicate that the explanatory frameworks
are comparable to explicit scientific theories and that the mechanisms for
acquiring them are identical with the cognitive mechanisms that underlie
scientific reasoning. On this more extreme version of the theory-theory,
conceptual development is likened to radical theory change in science
(Carey, 1985; Gopnik and Meltzoff, 1997).

Many objections to the theory-theory are directed to its more extreme
forms, particularly the commitment about conceptual development. The
claim that infants are like little scientists has generated a great deal of
criticism (e.g., Segal, 1996; Stich and Nichols, 1998). One objection focuses
on particular examples, especially of concepts that are fundamental to
human cognition (e.g., OBJECT, AGENT, and BELIEF). Although theory-
theorists often cite these as examples where substantial conceptual change
occurs — change that is supposed to illustrate the theory-theory’s model of
cognitive development — others would argue that these are innate concepts
that remain invariant in important respects throughout development (e.g.,
Leslie, 1994). A more basic objection to the theory-theory is that the appeal
to causal-explanatory reasoning is minimally informative. It may be true that
categorization is somewhat like scientific reasoning, but scientific reasoning
is itself in need of a great deal of clarification. The result is that the model of
categorization is extremely sketchy and somewhat mysterious.
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A third objection to the theory-theory, one that has been especially
influential in philosophy, is that it makes it difficult to maintain that
different people have the same concepts. This objection is directed to
versions of the theory-theory that are especially lenient in what counts as a
theory. On these versions, just about any belief or inferential disposition
associated with a concept is part of a ‘theory.” The problem with this
approach, however, is that people are bound to have different beliefs than
one another and hence different theories. But since a concept’s identity and
content are supposed to be a matter of its role in one’s mental theories,
people will be unable to share concepts (Fodor and Lepore, 1992).

Conceptual Atomism

The last of the four theories of conceptual structure is that lexical
concepts — word-sized concepts — have no structure at all (Fodor, 1998;
Millikan, 2000). Concepts such as BIRD, CHAIR, NUMBER, and RUN are all
primitives. Of course, conceptual atomism needs an account of how these
primitive concepts are to be distinguished from one another and how their
contents are fixed. A standard approach is to appeal to the mind-world
causal relations between a concept and the object or property it refers to.

Conceptual atomism is motivated in light of the problems with other
theories, especially the problem of providing definitions (the classical
theory), the problem of compositionality (probabilisitic theories), and the
problem of shared concepts (the theory-theory). If concepts lack structure,
then it is no surprise that we have difficulty providing definitions for them.
Also, it doesn’t matter that probabilistic structure doesn’t compose, since
complex concepts can still be composed on the basis of atomic constituents.
And sharing a concept is no longer a challenge. It isn’t a matter of having
the same beliefs so much as having representations that stand in the same
mind-world causal relations.

Conceptual atomism is sometimes rejected outright on the grounds that
unstructured concepts can’t be learned and hence that atomism implies an
untenably strong form of concept nativism. The main concern with
conceptual atomism, however, is that without structure, there is nothing to
explain how concepts are implicated in categorization and other
psychological processes. Nonetheless, atomists see this as an advantage
rather than a problem, maintaining that people can have the same concept
despite widely varying psychological dispositions. For this reason, the
structures that are accessed in categorization and other psychological
processes are said to be associated with a concept but not constitutive of it.
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Cognitive Semantics
J.R. Taylor, 2006 | DUNEDIN (NEW ZEALAND)

Cognitive semantics is part of a wider movement known as ‘cognitive
linguistics.” Prior to surveying the main characteristics of cognitive
semantics, it will be advisable to clarify what is meant by cognitive
linguistics. As a matter of fact, the term is open to different interpretations.
On a broad understanding, any approach that views language as residing in
the minds of its speakers and a linguistic description as a hypothesis about a
speaker’s mental state would merit the designation ‘cognitive.” Chomsky’s
career has been devoted to pursuing cognitive linguistics on this broad
understanding. On the narrower, and more specialized interpretation
intended here, cognitive linguistics refers to a movement that emerged in the
late 1970s and early 1980s, mainly as a reaction to certain tendencies of
Chomskyan, and, more generally, formalist linguistics. Linguists who were
prominently associated with the emergence of cognitive linguistics, in this
narrow sense, were George Lakoff, Ronald Langacker, and Leonard Talmy.
Rather than a specific theory, cognitive linguistics can best be described as
an approach, or cluster of approaches to language study, whose practitioners
nevertheless share a basic outlook on the nature of language. Several
common aspects can be identified:

e Cognitive linguists are skeptical of the idea, promoted within
Chomskyan linguistics, that human language might be associated
with a language-specific module of the mind. Their starting point,
rather, is that language is embedded in more general cognitive
abilities and processes. According to the editorial statement of the
monograph series Cognitive linguistics research (published by
Mouton de Gruyter, Berlin), the guiding assumption is that
‘language is an integral facet of cognition which reflects the
interaction of social, cultural, psychological, communicative and
functional considerations, and which can only be understood in the
context of a realistic view of acquisition, cognitive development
and mental processing.” Special attention, therefore, has been
directed towards studying language, its structure, acquisition, and
use, from the perspective of such topics as perception,
categorization, concept formation, spatial cognition, and imagery.
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Although these capacities might well be subject to highly
specialized elaboration in human language, they are not per se
linguistic capacities.

Cognitive linguistics signaled a return to the basic Saussurean
insight that language is a symbolic system, which relates signifiers
(that is, language in its perceptible form, whether as sound, marks
on paper, or gesture) and signifieds (that is, meanings). Indeed,
Langacker (1987: 11) characterized a language as ‘an open-ended
set of linguistic signs [. . .], each of which associates a semantic
representation of some kind with a phonological representation.’
Importantly, semantic representations, i.e., ‘meanings,” are taken to
be mental entities, or, perhaps more appropriately, mental
processes. Thus, Langacker prefers to refer not to ‘concepts’ (a
term that suggests that meanings are static, clearly individuated
entities) but to ‘conceptualizations,” where the deverbal nominal
emphasizes the dynamic, processual character of the phenomenon.
A third feature of cognitive linguistics follows from the view of
language as a symbolic system, namely that syntax and
morphology - patterns for the combination of words and
morphemes into larger configurations — are themselves symbolic,
and hence inherently meaningful. The same goes for the elements
over which syntax and morphology operate — lexical and phrasal
categories, for example — as well as the kinds of relations that can
hold between these elements, i.e., relations such as subject (of a
clause), modification, complementation, apposition, subordination.
The view, current in many linguistic theories, that syntax and
morphology constitute autonomous levels of linguistic organization
is therefore rejected. Indeed, a major thrust of cognitive linguistic
research over the past couple of decades has been, precisely, the
attempt to offer a conceptual characterization of formal aspects of
language organization.

It will be apparent that the orientation of cognitive linguistics, as
characterized above, was bound to have considerable influence on the ways
in which meanings (whether of words, sentences, syntactic patterns, etc.)
have been studied. One aspect has already been mentioned, namely, that
meanings are taken to be mental entities. In this, cognitive linguistics
contrasts strikingly with other approaches, such as logical approaches,
which have focused on logical aspects of sentences and the propositions
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they express; with truth-conditional approaches, which focus on the relation
between propositions and states of affairs in the world; with structuralist
approaches, which view meaning in terms of semantic relations within the
language; with behaviorist approaches, which view meaning in terms of
stimulus-response associations; and, more generally, with theories of
meaning as use. What these alternative approaches to meaning have in
common is their avoidance of mentalism, i.e., the characterization of
meanings as ‘things in the head.’

The remainder of this article surveys some important themes and
research topics in cognitive semantics. It should be mentioned that the
survey is by no means comprehensive; for broader coverage, the reader is
referred to the introductions to cognitive linguistics listed at the end of this
article. Some topics, such as metaphor and metonymy, are dealt with
elsewhere in this encyclopedia and for this reason are discussed only briefly.
It should also be borne in mind that cognitive semantics, like cognitive
linguistics itself, does not constitute a unified theory, but is better regarded
as a cluster of approaches and research themes that nevertheless share a
common outlook and set of assumptions.

Many semanticists, especially those who see the language faculty as an
encapsulated module of the mind, insist on the need to make a distinction
between the dictionary and the encyclopedia, that is, between what one
knows in virtue of one’s knowledge of a language and what one knows in
virtue of one’s knowledge of the world. Cognitive semantics denies the
validity of such a distinction. On the contrary, meaning is taken to be
essentially encyclopedic in scope. A person’s linguistic knowledge would
therefore, in principle, be coextensive with the person’s total world
knowledge. An individual word, to be sure, provides access to only a small
segment of encyclopedic knowledge. No clear bounds, however, can be set
on how far the relevant knowledge network extends.

The encyclopedic nature of linguistic semantics is captured in the
notions of profile, base, domain, and Idealized Cognitive Model (or ICM).

The terms ‘profile’ and ‘base’ are due to Langacker (1987). A
linguistic expression intrinsically evokes a knowledge structure, some facet
of which is profiled. Take the word hypotenuse. The word designates a
straight line. Whatever we predicate of hypotenuse is predicated of a
hypotenuse qua straight line, as when we assert The hypotenuse is 3 cm.
long. Obviously, the notion of a straight line does not exhaust the meaning
of the word. The straight line in question is part of a larger structure,
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namely, a right-angled triangle. Although hypotenuse does not designate the
triangle, the notion of a triangle is essential for the understanding of the
word (Figure 1).

Figure 1 Notion of hypotenuse

Notice that the concept designated by the word cannot be identified
with the profile — as mentioned, the profile is simply a straight line. The
concept resides in the profiling of a facet of the base. For other examples
that illustrate the profile-base relation, consider words such as thumb
(profiled against the conception of a human hand), top (profiled against a
schematic notion of a three-dimensional entity), island (a mass of land
profiled against the surrounding water). In fact, it is axiomatic, in cognitive
semantics, that all expressions achieve their meaning through profiling
against the relevant background knowledge.

Returning to the hypotenuse example, it will be apparent that the base
— the notion of a triangle — itself presupposes broader knowledge
configurations, namely, those pertaining to planar geometry, which
themselves are based in notions of space and shape. These broader
knowledge configurations are referred to as ‘domains.” Some domains may
be basic, in the sense that they are not reducible to other domains. Examples
include time, space, color, temperature, weight, etc. Otherwise, a knowledge
structure of any degree of complexity can function as a domain, for
example, the rules of a game, a scientific theory, kinship networks, gender
stereotypes, educational, political, and legal systems. Domains may also be
constituted by deeply held beliefs about life, nature, causation, the
supernatural, and so on.

Most concepts are characterized against a ‘matrix’ of more than one
domain. Uncle, for example, profiles a male human being against the base of
a (portion of a) kinship network, specifically, that part of the network that
relates the uncle to his nephews/nieces. The notion of kinship itself rests on
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notions of gender, procreation, marriage, inheritance, etc. At the same time,
uncle profiles a human being, which is understood against multiple domains
pertaining to Figure 1 life forms, to three-dimensional bodies and their
various parts, with their features of weight, extension, shape, and so on. If
we add to this the fact that, in many societies, uncles may have special rights
and obligations vis-a™-vis their nephews/nieces, we may appreciate that even
a single word, if its meaning is fully explored, can take us into the farthest
reaches of our knowledge and cultural beliefs.

It will be apparent that the distinction between base and domain is not
a clear-cut one. The base may be defined as a knowledge structure that is
inherently involved in profiling, whereas domains constitute background,
more generalized knowledge. Terminology in this area is also confusing
because different authors have favored a range of terms for domain-based
knowledge. Some scholars have used the not always clearly distinguishable
terms ‘scene,” ‘scenario,” ‘script,” and ‘frame’ to refer in particular to
knowledge about expected sequences of events. Thus, anger refers not just
to an emotional state, but is understood against an expected scenario that
includes such stages as provocation, response, attempts at control, likely
outcomes, and so on. Likewise, paying the restaurant bill evokes the
‘restaurant script’” — knowledge of the kinds of things one does, and the
things that happen, when one visits culturally instituted establishments
known as ‘restaurants.” The notion of paying also invokes the frame of a
commercial transaction, with its various participants, conventions, and
activities. Mention might also be made of Searle’s (1992) notions of ‘the
Network’ and ‘the Background,” whereby a particular belief takes its place
within a network of other beliefs, and against the background of capacities,
abilities, and general know-how.

Of special importance is Lakoff’s (1987) notion of ‘Idealized
Cognitive Model,” or ICM — a notion that bears some affinity with the
concept of ‘folk theory’ (again, different scholars prefer different terms).
ICMs capture the fact that knowledge about a particular domain may be to
some extent idealized and may not fit the actual states of affairs that we
encounter on specific occasions. Consider the words bachelor and spinster.
We might define these as ‘adult unmarried male’ and ‘adult unmarried
female,” respectively. The concepts, thus defined, presuppose an ICM of
marriage practices in our society. According to the ICM, a person reaches a
more-or-less clearly definable marriageable age. People who pass the
marriageable age without marrying are referred to as bachelors and
spinsters, as the case may be. The ICM attributes different motives to men
and women who do not marry. Men do so out of choice, women out of
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necessity. As will be appreciated, the ICM is idealized, in that it presupposes
that all citizens are heterosexual and that all are equally available for
marriage. It thus ignores the existence of celibate priests and of couples who
live together without marrying. The discrepancy between model and reality
can give rise to prototype effects. The fact that the Pope is not a
representative example of the bachelor category derives from the fact that
Catholic clergy are not covered by the ICM. Appeal to the ICM can also
explain the different connotations of bachelor and spinster. Although one
might not want to subscribe to the sexist framing of the ICM, it does offer
an explanation for why eligible bachelor is an accepted collocation, whereas
eligible spinster is not.

As mentioned, the meaning of a word may need to be characterized
against a matrix of several domains. However, not all uses of a word need
invoke each of the domains in equal measure. Certain uses may activate
only some domains whereas others are backgrounded or eclipsed. The
notion of a kinship network is likely to be prominent in most uses of uncle,
yet when parents use the word to introduce one of their adult male friends to
their child, the kinship domain is eclipsed. For another example of selective
domain activation, consider the concept of a book. When you drop a book,
the status of the book as a (heavy) material object is activated, when you
read a book, the status of a book as a printed text is activated, when you
translate a book, the status of the book as a text in a given language is
foregrounded. Note that begin a book can be interpreted in various ways,
according to which of the domains is activated. The activity that one begins
with respect to the book could be reading, writing, editing, translating, or
even (if you are bookworm, literally!), eating.

The above examples not only illustrate the importance of domains and
related notions in the study of word meanings, they also show why it has
been deemed necessary to favor an encyclopedic approach to semantics. The
reason is, namely, that we need to appeal to domain-based knowledge in
order to account for how words are used and for the ways in which complex
expressions are judged. Often, the very possibility of interpreting an
expression, and of accepting it as semantically well-formed, can only be
explained by reference to appropriate background knowledge.

A common objection to an encyclopedic semantics is that one cannot
reasonably claim that everything a person knows about the concept
designated by a word is relevant to the use of the word. It is certainly true
that some facets of background knowledge may be central, and more
intrinsic to a concept, others might be more peripheral or even idiosyncratic
to an individual speaker. Nevertheless, even extrinsic knowledge might
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become relevant to a word’s use, for example, in discourse between
intimates or family members. Moreover, the study of semantic change
teaches us that even highly peripheral and circumstantial knowledge
pertaining to a concept can sometimes leave its mark on the semantic
development of a word. Langacker (1987: 160) has remarked that Jimmy
Carter’s presidency had a notable, if transient, effect on the semantics of
peanut. Equally, Margaret Thatcher’s premiership probably influenced the
semantic development of handbag, at least for British speakers.

The notion of domain is relevant to two important themes in cognitive
semantic research, namely metaphor and metonymy. ‘Metaphor’ has been
analyzed in terms of the structuring of one domain of experience (usually, a
more abstract, intangible domain) in terms of a more concrete, and more
directly experienced domain. For example, time is commonly
conceptualized in terms of space and motion, as when we speak of a long
time, or say that Christmas is approaching, or even that it is just around the
corner. More recently, metaphor has been studied under the more general
rubric of ‘conceptual blending,” whereby components of two or more input
domains are incorporated into a new conceptualization, the blend. Whereas
metaphor involves elements from more than one domain, ‘metonymy,’ in
contrast, concerns elements within a single domain. Thus, we can use the
name of an author to refer to books written by the author, as when we
enquire whether someone has read any Dickens. The transfer of reference
from person to product is possible because both are linked within domain-
based knowledge pertaining to books and their authorship.

Every situation and every entity that we encounter is uniquely different
from every other. In order to be able to function in our physical and social
worlds, we need to reduce this information overload. We do this by
regarding some situations and some entities as being essentially ‘the same.’
Having categorized an entity in a certain way, we know how we should
behave towards it and what properties it is likely to have. It is significant
that whenever we encounter something whose categorization is unclear we
typically feel uneasy. “What is it?’, we want to know. Categorization is not a
peculiarly human ability. Any creature, if it is to survive, needs at the very
least to categorize its environment in terms of edible or inedible, harmful or
benign. Humans have developed phenomenal categorization abilities. We
operate with literally thousands, if not hundreds of thousands of categories.
Moreover, our categories are flexible enough to accommodate new
experiences, and we are able to create new categories as the need arises. To
know a word is to know, among other things, the range of entities and
situations to which the word can be appropriately applied. To this extent, the

39



study of word meanings is the study of the categories that these words
denote. And it is not only words that can be said to designate categories. It
can be argued that syntactic configurations, for example, those associated
with intransitive, transitive, and ditransitive constructions, designate distinct
categorizations of events and their participants. What is the basis for
categorization? Intuitively, we might want to say that things get placed in
the same category because of their similarity. Similarity, however, is a
slippery notion. One approach would be to define similarity in terms of the
sharing of some common feature(s) or attribute(s). Similarity, then, would
reduce to a matter of partial identity. Feature-based theories of
categorization often require that all members of a category share all the
relevant features. A corollary of this approach is that categories are well-
defined, that is, it is a clear-cut matter whether a given entity does, or does
not, belong in the category. It also follows that all members have equal
status within the category. There are a number of problems associated with
this approach. One is that the categories designated by linguistic expressions
may exhibit a prototype structure. Some members of the category might be
more representative than others, while the boundary of the category may not
be clearly defined. In a well-known passage, though without introducing the
prototype concept, Wittgenstein (1953: x66) drew attention to categorization
by family resemblance. Imagine a family photograph. Some members of the
family might have the family nose, others might have the family chin, others
might have the family buck teeth. No member of the family need exhibit all
the family traits, yet each exhibits at least one; moreover, some members
might exhibit different traits from others. Wittgenstein illustrated the notion
on the example of the kinds of things we call ‘games,” or Spiele
(Wittgenstein was writing in German). Some (but not all) games are
‘amusing,” some require skill, some involve luck, some involve competition
and have winners and losers. The family resemblance notion has been
usefully applied to the study of word meaning. Thus, some uses of climb (as
in The plane climbed to 30 000 feet) exhibit the feature ‘ascend,” some (such
as The mountaineers climbed along the cliff ) exhibit the feature ‘move
laboriously using one’s limbs.” Considered by themselves, these two uses
have very little in common. We see the relation, however, when we consider
some further uses of climb (as in The boy climbed the tree), which exhibit
both of the features. A fundamental problem with feature-based theories of
categorization concerns the nature of the features themselves. As
Wittgenstein pointed out, skill in chess is not the same as skill in tennis. The
concept of skill therefore raises the very same issues of how categories are
to be defined as were raised by the notion of game, which the notion of skill
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is supposed to explicate. Understanding similarity in terms of partial identity
is problematic for another reason. Practically any two objects can be
regarded as similar in some respect (for example, both may weigh less than
100 kg., or both may cost between $5 and $5000), but this similarity does
not mean that they constitute a viable or useful category. An alternative
approach would be that categorization is driven by the role of the entities
within broader knowledge configurations, that is, by domain-based
knowledge and ICMs. Sometimes, apparently similar activities might be
categorized differently, as when making marks on paper might be called, in
some cases, ‘writing’, in other cases, ‘drawing.” The distinction is based on
knowledge pertaining to the nature and purpose of ‘writing’ and ‘drawing.’
On the other hand, seemingly very different activities might be brought
under the same category. In terms of the actions performed, making marks
with a pen on a piece of paper has little in common with depressing small,
square-shaped pads on a keyboard. But given the appropriate domain-based
knowledge, both can be regarded as instances of ‘writing.” Categories, as
Murphy and Medin (1985) have aptly remarked, are ultimately based in
‘theories’ (that is, in ICMs).

The matter may be illustrated by the distinction (admittedly, not
always a clear-cut one) between ‘natural kinds’ and ‘nominal kinds.” Natural
kinds are believed to be given by nature and are presumed to have a defining
‘essence’; moreover, we are inclined to defer to the scientists for an
elucidation of their defining essence. Nominal kinds, in contrast, are often
defined vis-a'-vis human concerns, and their perceptual properties and/or
their function is often paramount in their categorization. Remarkably, even
very young children are sensitive to the difference (Keil, 1989). Suppose a
zebra had its stripes painted out; would it thereby become a horse? Or
suppose a giraffe had its neck surgically shortened; would it cease to be a
giraffe? Even very young children respond: ‘No.” Changes to the appearance
of the entities would not alter their defining essence. But suppose you saw
off the back of a chair. Does the chair become a stool? Arguably, it does. In
this case, a ‘superficial’ aspect is crucial to categorization.

The dynamics of categorization may be illustrated by considering the
relationship between a linguistic expression (e.g., the word fruit) and its
possible referents (e.g., an apple).We can address the relation from two
perspectives. We can ask, for this word, what are the things in the world to
which the word can be applied? Alternatively, we can ask, for this thing,
what are the linguistic expressions that can refer to it? The first perspective
(the ‘referential’ perspective: ‘To what does this word apply?’)
operationalizes the notion of prototype. Fruit designates, primarily, such
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things as apples, pears, and bananas — these are the fruit prototypes. Less
commonly, the word might be used to refer to olives and tomatoes. The
second perspective (the ‘onomasiological,” or naming perspective: ‘What is
this thing to be called?”) operationalizes the notion of basic level. It is
evident that one and the same thing can be named by terms that differ in
their specificity vs. generality. For example, the thing you are now sitting on
might be called a chair, an office chair, a piece of furniture, an artifact, or
even a thing. All of these designations could be equally ‘correct.” Yet, in the
absence of special reasons to the contrary, you would probably call the thing
a chair. (This, for example, is probably the answer you would give if a
foreign learner wanted to know what the thing is called in English.) Chair is
a basic level term, the basic level being the level in a taxonomy at which
things are normally named. The basic level has this special status because
categorization at this level provides maximum information about an entity.
Thus, at the basic level, chairs contrast with tables, beds, and cupboards —
very different kinds of things, in terms of their appearance, use, and
function. Terms at a lower level in a taxonomy, e.g., kitchen chair vs. office
chair, do not exhibit such a sharp contrast while terms at a higher level are
too general to give much information at all about an entity. Not surprisingly,
basic level terms turn out to be of frequent use, they are generally quite short
and morphologically simple, and they are learned early in language
acquisition.

Langacker has described cognitive linguistics as a ‘usage-based’
approach. The claim can be understood in two ways. On the one hand, it
could be a statement about the methodology of cognitive linguistic research.
Usage-based research would be research based on authentic data, as
documented in a corpus, recorded in the field, or elicited in controlled
situations, rather than on invented, constructed data. Although different
researchers might prefer different methodologies, a glance at practically any
publication by leading figures in the field, such as Lakoff, Langacker, and
Talmy, will show that cognitive linguistics, as a movement, cannot
reasonably be said to be ‘usage-based’ in this sense.

On a second interpretation, usage-based refers to the presumed nature
of linguistic knowledge and the manner in which it is acquired, mentally
represented, and accessed. The claim, namely, is that a language is learned
‘bottom-up’ through exposure to usage events. A usage event presents the
language user/learner with an actual vocalization in association with a fine-
grained, context-dependent conceptualization. Acquisition proceeds through
generalization over usage events. Necessarily, many of the context-
dependent particularities of the usage events will be filtered out, leaving
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only a schematic representation of both the phonology and the semantics. In
this respect, cognitive linguistics contrasts strikingly with ‘top-down’
theories of acquisition, whereby the basic ‘architecture’ of a language is
presumed to be genetically given, exposure to usage data being needed
merely to trigger the appropriate settings of innately given parameters.

The usage-based approach raises two questions, which have loomed
large in cognitive semantics research. These concern (a) the units over
which schematization occurs, and (b) the extent of schematization. Let us
first consider the second of these issues.

One of the most vibrant areas of cognitive semantic research has been
the study of lexical polysemy. It is a common observation that words exhibit
a range of different meanings according to the contexts in which they are
used. Indeed, the extent of polysemy appears to be roughly proportional to
the frequency with which a word is used. Not surprisingly, among the most
highly polysemous words in English are the prepositions.

Consider the preposition on. Given such uses as the book on the table
and the cat on the mat, it is easy to see how a schematic, de-contextualized
image of the on-relation could emerge. It involves locating one object with
respect to another in terms of such aspects as contact, verticality, and
support. But the preposition has many other uses, as exemplified by the fly
on the ceiling, the picture on the wall, the leaves on the tree, the writing on
the blackboard, the washing on the clothes-line, the shoes on my feet, the
ring on my finger. Do we proceed with further abstraction and
schematization, coming up with a characterization of the on-relation that is
compatible with all of these uses? Or do we identify a set of discrete
meanings, which we may then attempt to relate in a prototype or a family
resemblance category? If we adopt this latter approach, another question
arises, namely, just how many distinct meanings are to be postulated. Three?
Ten? Several dozen? Do we want to say that the water on the floor and the
cat on the mat exemplify different senses of on, on the grounds that the
relation between cat and mat is not quite the same as that between the water
and the floor? Needless to say, the issue becomes even more critical when
we take into consideration the vast range of non-spatial uses of the
preposition: on television, be on a diet, be on drugs, on Monday, and
countless more.

In general, as is consistent with a usage-based orientation, cognitive
semanticists have tended to focus on the particularities of low-level
generalizations, an approach that has frequently been censured for the
‘polysemy explosion’ that it engenders. Nevertheless, the role of more
schematic representations is not denied. Langacker, in this connection,
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draws attention to the ‘rule-list fallacy.” The fallacy resides in the notion that
rules (high-level generalizations), once acquired, necessarily expunge
knowledge of the lower-level generalizations on whose basis the rules have
been abstracted. It is entirely plausible that high and low-level
generalizations might co-exist in the mental grammar.

Indeed, knowledge of low-level generalizations — not too far removed,
in terms of their schematicity, from actually encountered usage-events —
may be needed in order to account for speakers’ fluency in their language.
The topic interacts with a more general issue, namely, the relative roles of
‘computation’ vs. ‘storage’ in language knowledge and language use.
Humans are not generally very good at computation, but we are quite adept
at storing and retrieving specific information. Consider arithmetical
operations. We can, to be sure, compute the product of 12 by 12 by applying
general rules, but the process is slow and laborious and subject to error, and
some people may need the help of pencil and paper. It is far easier, quicker,
and more reliable to access the ready-made solution, if we have learned it,
namely, that 12 x 12 = 144. The point of the analogy is that in order for
speech production and understanding to proceed smoothly and rapidly, it
may well be the case that we access ready-made patterns and preformed
chunks, which have been learned in their specific detail, even though these
larger units could be assembled in accordance with general principles. The
role of formulaic language in fluency and idiomaticity has been investigated
especially by linguists engaged in corpus-based lexicography and second
language acquisition research. Their findings lend support to the view that
linguistic knowledge may indeed be represented at a relatively low level.
We might suppose, therefore, that the ring on my finger is judged to be
acceptable, not because some highly schematic, underspecified sense of on
has been contextually elaborated, nor because some rather specific sense of
on has been selected, but simply because speakers have encountered, and
learned, such an expression.

These considerations lead into the second aspect of a usage-based
model: what are the units over which schematization takes place? The study
of lexical semantics has typically been based on the assumption that
schematization takes place over word-sized units. Indeed, the above
discussion was framed in terms of how many meanings the preposition on
might have. The study of idioms and related phenomena, such as
collocations, constructions, and formulaic expressions, casts doubt on the
validity of this assumption. Corpus-based studies, in particular, have drawn
attention to the fact that words may need to be characterized in terms of the
constructions in which they occur, conversely, that constructions need to be
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characterized in terms of the words that are eligible to occur in them. It
might be inappropriate, therefore, to speak of the ‘mental lexicon,’
understood as a list of words with their phonological and semantic
properties. A more appropriate concept might be the ‘mental phrasicon’, or
the ‘mental contruction.” It would certainly be consistent with a usage-based
model to assume that language is represented as schematizations over the
units in terms of which language is encountered — not individual words as
such, but phrases, constructions, and even utterance-length units.

Linguistic meaning has often been approached in terms of the
correspondence between an expression and the situation that it designates.
Given the expression The cat is on the mat, and a situation in which there is
a mat with a cat on it, we might be inclined to say that the linguistic
expression fully and accurately describes the observed situation. The matter,
however, is not so straightforward. For any conceived situation, certain
facets will have been ignored for the purpose of its linguistic expression.
Where was the mat? How big was it? What color was it? Was it laid out flat
or was it rolled up? Was the cat in the center of the mat? Was the cat sitting
or lying? And so on. Secondly, the speaker is able to categorize the situation
at different levels of schematicity. Instead of saying that the cat is on the
mat, the speaker could have stated that the animal is sprawled out on my
new purchase. The speaker’s decision to include or exclude certain facets of
the scene, and to categorize the scene and its participants in a certain way,
are symptomatic of the broader phenomenon of ‘construal,” namely, the way
in which a conceived situation is mentally structured for the purpose of its
linguistic expression.

There is a sense in which the whole cognitive semantics enterprise is
concerned with how speakers construe a conceived situation and how this
construal receives linguistic expression, as a function of the conventional
resources of a particular language. Some important facets are construal are
discussed below.

A feature of our perceptual mechanism is that a perceived scene is
structured in terms of ‘figure’ and ‘ground.” Certain aspects of a scene are
likely to be especially prominent and specifically attended to, whereas
others are relegated to the background context. Given the situation of the cat
and the mat, we are likely to say that the cat is on the mat, rather than that
the mat is under the cat. Both wordings might be equally true in terms their
correspondence with the situation. Yet one would normally be preferred
over the other. This preference is because we would most likely select the
cat as the figure, whose location is described with respect to the mat, rather
than the other way round.
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Figure-ground organization is ubiquitous in perception, most obviously
in visual perception, but also in other modalities. When we listen to a
lecture, the speaker’s voice is (hopefully) the auditory figure, which stands
out against the sound of the air conditioning and of people coughing and
shuffling. A number of aspects influence the figure-ground alignment. The
figure, as the primary object of attention, is likely to be moveable and
variable, it can act, or be acted on, independently of the ground, and it is
likely to be more information-rich (for the perceiver) than the ground.
Moreover, animate entities — especially if human — are likely to attract our
attention as figure vis-a'-vis inanimate entities. The ground, in contrast, is
likely to be static relative to the figure, it is presupposed, and provides the
context for the characterization of the figure. It must be emphasized,
however, that while certain inherent features of a scene may strongly
suggest a certain figure-ground alignment, we can often choose to reverse
the relation. While at a lecture, we could consciously direct our attention to
a background noise, relegating the speaker’s voice to the ground.

Figure-ground organization is built into language at many levels. The
contrast between an active clause and its passive counterpart can be
understood in such terms. The farmer shot the rabbit presents the farmer as
the figure — we are interested in what the farmer did. The rabbit was shot (by
the farmer) presents the rabbit as figure — we are interested in what
happened to the rabbit. Note that what is at issue in these examples is not so
much how the scene as such might be visually perceived, but how it is
mentally organized by the speaker for its linguistic encoding. Figure-ground
asymmetry is also relevant to the encoding of reciprocal relations. If A
resembles B, then B obviously resembles A. Yet we would be far more
likely to observe that a boy resembles his grandfather than to say that an old
man resembles his grandson. We take the old man as the ground, against
which the growing boy is assessed, rather than vice versa.

Another aspect of construal is illustrated by the contrast between The
ball rolled along the floor and The ball kept rolling along the floor. There
would be no way to differentiate these sentences in terms of objective
features of the situations that they designate. Whenever the one sentence can
truthfully be applied to a situation, so can the other. Yet the two sentences
construe the situation differently. The difference was investigated by Talmy
in terms of his notion of ‘force dynamics.” We view entities as having an
inherent tendency either for motion (or change) or for rest (or inaction).
When entities interact, their inherent force dynamic tendencies also interact.
The force of one entity may overcome, or fail to overcome the force of
another, or the two forces may be in equilibrium. Typically, in a force-
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dynamic interaction, our attention goes on a figure entity (the agonist),
whose behavior is tracked relative to an antagonist.

The ball rolled along the floor presents the motion of the ball as
resulting from its inherent tendency towards motion. But if we say that the
ball kept rolling along the floor, we assume a force opposing the ball’s
activity, which, however, was not strong enough to overcome the ball’s
tendency towards motion. It is the verb keep that introduces a force-dynamic
interaction into the situation, as we construe it. It conveys that the tendency
towards motion of the agonist (i.e., the ball) was able to overcome an
(unnamed) opposing force. The opposing force may, of course, be explicitly
stated: The ball kept rolling, despite our attempt to halt it. Force-dynamic
interaction holds even with respect to a ‘static’ situation. | kept silent
designates the continuation of a static situation. The stasis, however, results
from the fact that an (unnamed) antagonist was not powerful enough to
cause the situation to change.

Quite a few lexical items have an implicit force-dynamic content, such
as keep, prevent, despite, and even finally and (to) manage. Thus, | finally
managed to start my car not only conveys that | did start my car, but also
that | had to overcome an opposing force. Force dynamics offers an
interesting perspective on causation. Prototypically, causation (as expressed
by verbs such as cause or make) involves the agonist (the causer) exerting
force that overcomes the inactivity of antagonist. Variants of this scenario
including letting and preventing. Let conveys that the agonist fails to engage
with the antagonist, while prevent conveys that the agonist overcomes the
disposition towards action of the antagonist. Another fruitful field of
application has been in the study of modality (Sweetser, 1990). Thus, |
couldn’t leave conveys that an unnamed antagonist (whether this be another
person, a law or proscription, an ethical consideration, a broken leg, or even
the fact of a locked door) overcame my disposition to leave. Similarly, | had
to leave presents my leaving as resulting from a force that overcame my
disposition to remain where | was.

Any conceptualization involves a relation between the subject of
conceptualization (the person entertaining the conceptualization) and the
object of conceptualization (the situation that is conceptualized). In The cat
is on the mat, the object of conceptualization is, obviously, the location of
the cat vis-a’-vis the mat. Although not explicitly mentioned in the sentence,
the subject of conceptualization is relevant to the conceptualization in a
number of ways. Firstly, the use of the definite noun phrases the cat and the
mat conveys that the referents of these expressions are uniquely identifiable
to the speaker, also, that the speaker expects the hearer to be able to
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uniquely identify the referents. (It’s not just a cat, but the cat.) Also, the use
of the tensed verb is conveys that the situation is claimed to hold at the time
the speaker utters the expression. Since the speaker’s role is not itself the
object of conceptualization, we may say that the speaker is being construed
subjectively.

Langacker has illustrated the notion of objective vs. subjective
construal by means of an analogy. For persons who need to wear them, their
spectacles are not usually the object of their visual experience. Spectacles
function simply as an aid to the seeing process but are not themselves seen.
Their role is therefore a subjective one. A person can, to be sure, take off
their spectacles and visually examine them, in which case, the spectacles are
viewed objectively. ‘Objectification,” then, is the process whereby some
facet of the subject of conceptualization becomes the object of
conceptualization. ‘Don’t talk to your mother like that,” a woman says to her
child. Here, the speaker makes herself the object of conceptualization by
referring to herself in the third person. ‘Subjectification,” in contrast, is the
process whereby some facet of the object of conceptualization gets to be
located in the subject of conceptualization. Take, as an example, the contrast
between Jim walked over the hill and Jim lives over the hill. The first
sentence profiles the motion of the figure entity vis-a'-vis the ground. The
second merely designates the location of the figure. The location, however,
is presented as one that lies at the end of a path that goes over the hill.
Importantly, the path is not traced by the object of conceptualization, that is,
by Jim. Rather, it is the subject of conceptualization who mentally traces the
path.

Subjectification has been identified as an important component of
grammaticalization. Consider the use of (be) going to as a marker of the
future. Ellen is going to the store can be construed objectively — Ellen is
currently engaged in the process of moving towards the store. If we continue
to observe Ellen’s motion, we will probably find that she ends up at the
store. We can easily see how (be) going to is likely to take on connotations
of prediction. Indeed, Ellen is going to the store might be interpreted in just
such a way, not as a statement about Ellen’s current activity, but as a
prediction about the future. Similarly, It’s going to rain and You re going to
fall have the force of a prediction, extrapolated from the observation of
current circumstances. Notice, in these examples, that in spite of the use of
the verb go, there is no objective movement, whether literal or metaphorical,
towards the future situation. Rather, it is the conceptualizer who mentally
traces the future evolution of the present situation. The idea of motion,
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contained in the verb go, has been subjectified, that is, it has been located in
the subject of conceptualization.

A special manifestation of subjectification is the phenomenon of
‘“fictive motion.” This typically involves the use of a basically dynamic
expression to designate an objectively static situation. Go, we might say, is
basically a motion verb, or, more generally, a change of state verb (I went to
the airport, The milk went sour, The lights went red). But consider a
statement that the road goes through the mountains. No motion is involved
here — the road is merely configured in a certain way, it does not
(objectively) go anywhere. The idea of motion implied by go can, however,
be attributed to the subject of conceptualization. One mentally traces the
path followed by the road through the mountains. Mental motion on the part
of the conceptualizer is also invoked in reference to the road from London to
Oxford, which, of course, could be the very same entity, objectively
speaking, as the road from Oxford to London. Similarly, one and the same
entity could be referred to, either as the gate into the garden or the gate out
of the garden.

Although speakers may construe a situation in many alternate ways,
their options are to some extent constrained by the linguistic resources
available to them. The matter can be illustrated with respect to language-
specific lexicalization patterns. Talmy has drawn attention to alternative
ways in which a motion event can be linguistically encoded. Consider the
English expression | flew across the Atlantic. In English (and in other
Germanic languages), we prefer to encode the manner of motion by means
of the verb (fly), the path of the motion being expressed in a prepositional
phrase (across the Atlantic). In Romance languages, an alternative construal
is preferred. Path is encoded by the verb, manner by means of an adverbial
phrase: J'ai traverse’ I’Atlantique en avion ‘1 crossed the Atlantic by plane.’
Notice that, in the French sentence, the statement of the manner of motion is
optional; the French speaker does not have to state how the Atlantic was
crossed, merely that it was crossed. Comparison of the ways in which
speakers of different languages give linguistic expression to visually
presented situations, and of the ways in which texts in one language are
translated into another, supports the notion that situations tend to be
construed in a manner that is compatible with the construals made available
by the conventional resources of different languages (Slobin, 1996). For
example, speakers of English (and Germanic languages) will tend to specify
the manner of motion in much finer detail than speakers of Romance
languages.
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An important theme in cognitive semantic research has been the insight
that the relation between words and the world is mediated by the language
user him/herself. The language user is a physical being, with its various
parts, existing in time and space, who is subject to a gravitational field, and
who engages in bodily interaction with entities in the environment. Quite a
number of our concepts are directly related to aspects of our bodily
experience. To put the matter somewhat fancifully: if we humans were
creatures with a different mode of existence, if, for example, we were
gelatinous, air-born creatures, floating around in the stratosphere, it is
doubtful whether we could ever have access to many of the concepts that are
lexicalized in presently existing human languages. Thus, to understand the
concept of what it means for an object to be heavy, we have to have
experienced the sensation of holding, lifting, or trying to move, a heavy
object. The notion of heavy cannot be fully explicated in purely
propositional terms, nor in terms of verbal paraphrase. A characteristic of
basic level terms, in particular, is that, very often, they are understood in
terms of how we would typically interact with the entities in question.
Consider the concept of chair. We understand the concept, not simply in
terms of what chairs look like, nor even in terms of their various parts and
how they are interrelated, but in terms of what we do with our bodies with
respect to them, namely, we sit on them, and they support our body weight.
We have no such ‘embodied’ conceptualization of more schematic concepts
such as ‘thing’ or ‘artifact.” We do not understand these categories in terms
of how we characteristically interact with them.

The role of bodily experiences has been elaborated in the theory of
image schemas (Johnson, 1987; Lakoff, 1987). ‘Image schemas’ are
common recurring patterns of bodily experience. Examples include notions
of containment, support, balance, orientation (up/down), whole/part, motion
along a path from a source to a goal, and many more. (Force dynamic
interactions, discussed above, may also be understood in image schematic
terms.) Take the notion of balance. We experience balance when trying to
stand on one leg, when learning to ride a bicycle, or when trying to remain
upright in a strong wind. The notion involves the distribution of weights
around a central axis. (Balance, therefore, is understood in force-dynamic
terms.) The notion can be applied to many domains of experience. We can
speak of a balanced diet, a balanced argument, a political balance of
power, and of the balance of a picture or photograph. One could, no doubt,
analyze these expressions as examples of metaphor. This approach,
however, might be to miss the embodied, non-propositional nature of the
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concept. Our experience of balancing provides a primitive, experiential
schema that can be instantiated in many different domains.

A particularly contentious issue in semantics concerns the question of
compositionality. According to the compositionality principle, the properties
(here: the semantic properties) of the whole can be computed from the
properties of the parts and the manner of their combination. From one point
of view, compositionality is a self-evident fact about human language. The
cat is on the mat means what it does in virtue of the meanings of the
component words, and the fact that the words stand in certain syntactic
configurations. Speakers of English can work out what the sentence means,
they do not have to have specifically learned this sentence. Unless
compositionality were a feature of language, speakers would not be able to
construct, and to understand, novel sentences. The very fact of linguistic
creativity suggests that compositionality has got to be the case.

Not surprisingly, therefore, in many linguistic theories, the
compositionality of natural languages is axiomatic, and the study of
semantics is to a large extent the study of the processes of semantic
composition. Cognitive linguists, however, have drawn attention to some
serious problems with the notion. It is, of course, generally accepted that
idioms are problematic for the compositionality principle. Indeed, idioms
are commonly defined as expressions that are not compositional. The
expression spill the beans ‘inadvertently reveal confidential information’ is
idiomatic precisely because the expression is not compositional, that is, its
meaning cannot be worked out on the basis of the meanings that spill and
beans have elsewhere in the language.

Leaving aside obviously idiomatic expressions — which, by definition,
are noncompositional in their semantics — it is remarkable that the
interpretation of an expression typically goes beyond, and may even be at
variance with, the information that is linguistically encoded. Langacker
(1987: 279-282) discussed the example the football under the table. The
expression is clearly not idiomatic, neither would it seem to be problematic
for the compositionality principle. Take a moment, however, to visualize the
described configuration. Probably, you will imagine a table standing in its
canonical position, with its legs on the floor, and the football resting on the
floor, approximately in the center of the polygon defined by the bottom of
the table’s legs. Note, however, that these specific details of the
visualization were not encoded in the expression — they have been supplied
on the basis of encyclopedic knowledge about tables. The purely
compositional meaning of the expression has been enriched by encyclopedic
knowledge. There is more to this example, however. If you think about it
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carefully, you will see that the enriched interpretation is in an important
sense at variance with the compositional meaning. If by ‘X is under Y,” we
mean that X is at a place lower than the place of Y, the football, strictly
speaking, is not actually under the table at all. The football, namely, is not at
a place that is lower than the lowest part of the table. In interpreting even
this seemingly unproblematic expression, we have had to go beyond, and to
distort, its strictly compositional meaning.

This state of affairs is not unexpected on a usage-based model. The
resources of a language — lexical, syntactic, phraseological — are abstractions
over encountered uses. The meanings abstracted from previous usage events
are necessarily schematic, and may not fit precisely the requirements of the
situation at hand. In giving linguistic expression to a conceptualization, we
search for the linguistic resources that most closely match our intentions,
accepting that some discrepancies and imprecisions are likely to occur. We
trust to the inferencing powers of our interlocutors to achieve the fit between
the expression and the intended conceptualization.

Meaning is central to linguistic enquiry. Meaning, after all, is what
language is all about. Yet meaning is a notoriously difficult topic to analyze.
What is meaning, and how are we to study it?

Some semanticists have studied meaning in terms of relations between
language and situations in the world. Others have focused on relations
within a language, explicating meanings in terms of paradigmatic relations
of contrast, synonymy, hyponymy, entailment, and so on, and syntagmatic
relations of collocation and co-occurrence. Yet others have tried to reduce
meaning to matters of observable linguistic behavior. Cognitive semanticists
have grasped the nettle and taken seriously the notion that meanings are ‘in
the head,” and are to be equated with the conceptualizations entertained by
language users. Cognitive semantics offers the researcher a theoretical
framework and a set of analytical tools for exploring this difficult issue.
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[pakTuyne 3aHaTTA 4

Metaphors in Paolitical Discourse
Paul Chilton, 2006 | NORWICH (UK)

Everyone knows that politicians use language in ways designed to
persuade, and perhaps deceive, and some people would include ‘metaphors’
as examples of political rhetoric. It is important to be clear what is
understood by the term ‘metaphor.” In the first part of this article we outline
the traditional understanding and then the contemporary cognitive theory of
metaphor. In the second part we apply the latter to examples of political
discourse, specifically discourse about political institutions, showing how a
scientific understanding of metaphor can yield insights into what humans
are doing when they reason about politics.

The Classical Tradition

Greek and Roman thinkers were well aware that language was integral
with politics and public life in general and studied it under the rubric of
‘rhetoric.” Their writings on the subject to some extent seek to explain
metaphor (among many other rhetorical devices) as a phenomenon of
human communicative behavior, but they were far more concerned with
evaluating the persuasive or esthetic effects of metaphors with a view to
advising public speakers.

Avristotle, however, has a theoretical framework. He defines metaphor
as ‘the application of a word that belongs to another thing’ (Aristotle, 1995:
21) and discerns different types of such application. For Aristotle, then,
metaphor is about the use of words, not about the nature of thought.
Moreover, Aristotle thought of metaphor as something exceptional. In
Rhetoric he is above all concerned with the emotive effects caused by
metaphor and by the ‘correct’ choice of metaphors. He regards metaphor as
special to certain forms of writing and speaking and to certain talented
individuals. These ideas, repeated by classical writers such as Cicero and
Quintilian, are implausible in the light of modern research on metaphor.
Aristotle does note the role of metaphor in the expressing of new ideas, but
others concentrated on functions such as being brief, and avoiding obscenity
and eulogistic embellishment. In fact, the tendency is to reduce the
prominence of metaphor and to handle it with a fair degree of suspicion.

This stance is inherited and magnified by the early modern philosopher
and pivotal political theorist Thomas Hobbes (cf. Chilton, 1996). Here is
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Hobbes on metaphor: ‘‘Metaphors, and senseless and ambiguous words, are
like ignes fatui; and reasoning upon them, is wandering amongst
innumerable absurdities; and their end, contention, and sedition, or
contempt’’ (Leviathan, chapter 5, pp. 116-7, original emphasis). In this
passage it becomes clear that for Hobbes metaphor may actually be a kind of
threat to the political status quo. This should at least alert us to the
possibility that metaphors play a very important role in political life.

The Cognitive Theory of Metaphor

In the 1980s linguists realized that metaphor was not simply a matter
of transferring a word from its ‘proper’ referent to some other referent, nor a
special use of language confined to the literary or oratorical domains (cf.
Lakoff and Johnson, 1980, 1999). The following points are essential for any
serious investigation of ‘metaphor in political discourse.’

First, metaphor is a cognitive, not a linguistic phenomenon. The human
mind has various forms of organized knowledge. These may be innate or
partly innate and elaborated by culture-relative experience. Let us call these
‘domains.” Metaphor is then defined as a mapping from a source domain of
this type to a target domain. The evidence suggests that many source
domains tend to be based in physical, especially spatial, experience and be
stored in the mind as what are often referred to as ‘image schemas.” What
the metaphorical mapping does is transfer structure from the source domain
to a less well-specified domain.

Second, it is apparent that such metaphorical mappings account for the
meanings of many ordinary words in a language as well as idiomatic
expressions. Metaphors are therefore not confined to special genres.
However, in political discourse, as in other types of discourse, particular
words and idioms will obviously be relevant, so particular metaphors will be
also. We will see that certain image schemas are an important source of
political concepts, e.g., the source-path-goal schema and the container
schema. An important point to be made here is that metaphors are actually
an instrument for reasoning, contrary to what was asserted by Hobbes. They
provide a means by which the human mind can make inferences, for if
metaphors map structure from a source domain to a target domain,
inferences that can be done in the source domain can (potentially) be done in
the target domain.

Another methodological consideration concerns the etymology of
political vocabulary. In English and some other languages many words for
political phenomena derive from Latin or Greek words with different
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meanings. Meaning change in general is often metaphorical in the sense
defined here. In the case of political words the metaphors involved can be of
interest because they give some indication of how the human conceptual
system operates over historical time in this domain of human life.

Finally, two caveats are in order. First, this article refers primarily to
metaphor in political discourse in English. Second, it refers to the Western
political tradition. Whether the points made can be generalized is a question
for further research.

Metaphor and Politics

Political behavior involves using language as a form of political action
and as a form of reflection on (metarepresentation of) political behavior.
The two are not of course entirely separate but in what follows we shall
focus on the second. What, then, are the political concepts that have a
metaphorical basis?

If we make the assumption that political behavior involves both
cooperation and competition, we can ask how metaphor is involved in the
conceptualizing of this duo. It is clear that the relevant concepts will concern
differentiation of various sorts and the relations among the parts. Relations
of power will be especially significant.

The basic vocabulary of hierarchy and precedence is derived
metaphorically from spatial concepts. Two of the fundamental image
schemas are the front-back schema and the up-down schema, based on
human anatomy, perception and cognition.

The front-back schema gives us metaphorical mappings for precedence
(the word itself being etymologically metaphorical [prae-cedere] and related
to physical ordering of individuals in procession). This is why we speak of
an individual or group coming before, in front of, ahead of, in the
vanguard, etc., while others come behind, fall behind, follow, etc. It will
be noticed that these expressions contain mappings from additional image
schemas. One of these is the path schema, which reflects experience of
human movement. Front-back combined with path gives us the powerful
concept of leadership and followers. In certain political discourses, such
concepts are applied to whole groups (ethnic groups, states, regions) in
expressions such as ‘backward nations’; indeed the concept of progress
itself is etymologically derived (pro-gressus) from the spatial front-back and
path schemas. In persuasive political discourse, orators frequently claim that
their country is, or urge that it should be, moving forward. In fact, this
schema appears to be indispensable for the meanings associated with one
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important strand of political discourse, namely reference to policy and future
planning. Politicians and their bureaucrats thus frequently speak and write of
looking toward the future, taking rapid steps, moving on, coming to a
crossroads, going in the right direction, and so on.

In the up-down schema, up maps onto good, strong and powerful. Thus
superior individuals or groups are not only better in some normative sense,
but also possess power over others. These expressions are embedded in the
language and enter into systematic semantic relations. Thus if someone is
over or above you, you are beneath or below them; you will be
subordinate, inferior, and they may stoop, condescend, and so on. This
network is the basis for further concepts: a group may rise up, or cause an
uprising, and an established authority may decline, fall, or collapse. The
basic image schema of standing upright is important to the rather complex
development of the concepts evoked by words such as ‘estate’ and ‘state.’

Concepts of control and power are lexically encoded by way of the
spatial up-down image schema. This can be seen from the constructions into
which the relevant lexical items enter in English and other languages. For
example, it is systematically the case that we say power over, control over,
authority over, charge over, responsibility over, and so forth, rather than
some other preposition. One of the key concepts of Western political
philosophy from the early modern period onward is sovereignty. The
history of this word, like that of the term ‘state,” is complex, but what should
be noted here is that it is also metaphorically derived according to the up-
down schema: sovereign > popular Latin superanus > Latin super (‘on top
of,” ‘over’).

The conceptualization of discrete groups of individuals, in many cases
in discrete geographical regions, is probably a crucial component of political
thinking and action. The form of such concepts is provided by the basic
container image schema, which has many politically significant
ramifications. The container schema captures human experience of ‘inside,’
‘outside’ and the intermediate boundary. On the linguistic evidence, it is
apparently recruited by the conceptual system to understand, reason about,
and communicate about social groups. In reality collections of objects and
individuals need not have determinate bounds. The container image schema,
however, imposes them. Presumably it coincides with what may or may not
be a basic schema, that of self and other. It is this schema that makes it
possible to draw inferences such as: if A is not in the group, then he is
outside it; in order to enter the group A must cross a boundary. As Chilton
(1996) and Chilton and Lakoff (1995) argued, the container schema is
fundamental to the concept and discourse of security, as well as to the
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modern concept of the state and the international system, where countries
and regions are conceptualized as container-like entities. Two combinations
with other image schemas are worth noting here. In combination with the
center-periphery schema, we have political concepts of central authority
and remote or peripheral regions. In combination with the path schema,
we have what appear to be emotionally charged concepts of invasion,
incursion, and the infringement of national boundaries.

In the Western political tradition certain metaphors with cultural
(rather than image-schematic) sources for the state have recurred, as Peil
(1983) has shown: the body politic, the ship of state, buildings, machines.
The first three can be regarded as linked to the container schema, and the
body schema involves basic as well as cultural knowledge. All provide rich
possibilities for political inferences in the sense outlined earlier.

The body-politic metaphor is particularly entrenched. It permits the
mapping of structured knowledge about the body (and its ills) onto the
political domain. If the polity has a head, it also has its lesser parts that
serve it. If the polity is a body, then it may have disease, which may be due
to an invasive element, e.g., a parasite. It follows that it needs a physician
to cure it, who may prescribe a cure such as a purge. As is well known, this
train of thought was developed and manipulated in Nazi thinking and
propaganda. Peil’s other metaphors provide inferential potential that will be
more or less familiar to readers. If the state is a ship, it may need a strong
captain to steer it though rough seas; if it is a building it will need strong
foundations, a roof to protect it, and pillars to hold it up; if it is a machine,
then there are levers of power, the machinery has checks and balances, and
it may be more or less efficient, or may go out of control.

Such examples suggest that the cognitive theory of metaphor provides
a means of investigating the intricate conceptual networks that underlie
discourse about political institutions. They also suggest that core features of
political theory, at least in its traditional Western forms, make use of
metaphors derived from a small set of image schemas. But these are
hypotheses for future research.
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IIpakTnyHe 3aHATTA 5

Onomasiology and Lexical Variation
Dirk Geeraerts, 2006 | LEUVEN (BELGIUM)

The Scope of Onomasiological Research

Although it has hardly found its way to the canonical English
terminology of linguistics, the distinction between onomasiology and
semasiology is a traditional one in Continental structural semantics and the
Eastern European tradition of lexicological research. As Baldinger puts it,
‘‘Semasiology ... considers the isolated word and the way its meanings are
manifested, while onomasiology looks at the designations of a particular
concept, that is, at a multiplicity of expressions which form a whole’’ (1980:
278). The distinction between semasiology and onomasiology, in other
words, equals the distinction between meaning and naming: semasiology
takes its starting point in the word as a form, and charts the meanings that
the word can occur with; onomasiology takes its starting-point in a concept,
and investigates by which different expressions the concept can be
designated, or named.

To grasp the range of onomasiology, one should realize that the two
descriptions of onomasiology that Baldinger mentions are not exactly
equivalent. On the one hand, studying ‘a multiplicity of expressions which
form a whole’ lies at the basis of the traditional, structuralist conception of
onomasiology, i.e., to the study of semantically related expressions (as in
lexical field theory, or the study of the lexicon as a relational network of
words interconnected by links of a hyponymical, antonymical, synonymous
nature, etc.). On the other hand, studying ‘the designations of a particular
concept” opens the way for a contextualized, pragmatic conception of
onomasiology, involving the actual choices made for a particular name as a
designation of a particular concept or a particular referent.

This distinction can be further equated with the distinction between an
investigation of structure, and an investigation of use, or between an
investigation of langue and an investigation of parole. The structural
conception deals with sets of related expressions, and basically asks the
question: what are the relations among the alternative expressions? The
pragmatic conception deals with the actual choices made from among a set
of related expressions, and basically asks the question: what factors
determine the choice for one or the other alternative?
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This second, usage-oriented (or if one wishes, pragmatic) form of
onomasiology is related to two specific points of interest: differences of
structural weight that may appear within onomasiological structures, and
onomasiological change.

1. The importance of structural weight may be appreciated by
considering semasiological structures first. Qualitative aspects of
semasiological structure involve the following questions: which meanings
does a word have, and how are they semantically related? The outcome is an
investigation into polysemy, and the relationships of metonymy, metaphor,
etc. That hold between the various readings of an item. Quantitative aspects
of lexical structure, on the other hand, involve the question whether all the
readings of an item carry the same structural weight. The semasiological
into prototypicality effects of various kinds: prototypicality research is
basically concerned with differences of structural weight among the
members or the subsenses of a lexical item. The qualitative perspective is a
much more traditional one in semasiological lexicology than the quantitative
one, which was taken up systematically only recently, with the birth and
development of prototype theory.

The distinction between the qualitative and the quantitative aspects of
semantic structure (as we may loosely call them) can be extrapolated to
onomasiology. The qualitative question then takes the following form: what
kinds of (semantic) relations hold between the lexical items in a lexicon (or
a subset of the lexicon)? The outcome, clearly, is an investigation into
various kind of lexical structuring: field relationships, taxonomies, lexical
relations like antonymy and so on. The quantitative question takes the
following form: are some categories cognitively more salient than others;
that is, are there any differences in the probability that one category rather
than another will be chosen for designating things out in the world? Are
certain lexical categories more obvious names than others? Again, this type
of quantitative research is fairly new. The best-known example is probably
Berlin and Kay’s basic level model (Berlin and Kay, 1969; Berlin, 1978),
which involves the claim that a particular taxonomical level constitutes a
preferred, default level of categorization. The basic level in a taxonomy is
the level that is (in a given culture) most naturally chosen as the level where
categorization takes place; it has, in a sense, more structural weight than the
other levels.

2. The distinction between a structure-oriented and a usage-oriented
form of onomasiology extends naturally towards the study of
onomasiological change. On the one hand, when we think of
onomasiological change in a structural way, we will be basically interested
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in what may be called ‘‘lexicogenesis’> — the mechanisms for introducing
new pairs of word forms and word meanings. These involve all the
traditional mechanisms that introduce new items into the onomasiological
inventory of a language, like word formation, word creation (the creation of
entirely new roots), borrowing, blending, truncation, ellipsis, folk
etymology, and others. Crucially, the semasiological extension of the range
of meanings of an existing word is itself one of the major mechanisms of
onomasiological change — one of the mechanisms, that is, through which a
concept to be expressed gets linked to a lexical expression. In this sense, the
study of onomasiological changes is more comprehensive than the study of
semasiological changes, since it encompasses the latter (while the reverse is
obviously not the case).

On the other hand, if we think of onomasiological change in a usage-
oriented way, the lexicogenetic perspective inevitably has to be
supplemented with a sociolexicological perspective — with the study, that is,
of how onomasiological changes spread through a speech community.
Beyond merely identifying onomasiological mechanisms in the traditional
etymological vein, we need to study how these mechanisms are put at work
and how they may lead to overall changes in the habits of the language
community. Classifications of lexicogenetic mechanisms merely identify the
space of possible or virtual onomasiological changes; sociolexicology
studies the actual realization of the changes.

The Contribution of Various Traditions of Research

The various traditions of lexical semantics have contributed in
different ways to the study of onomasiology. The major traditions are the
following:

e prestructuralist semantics, as dominant between 1870 and 1930, and
as represented by the work of Paul, Breal, Darmesteter,Wundt, and many
others;

o structuralist semantics, as dominant between 1930 and 1960, and as
represented by the work of Trier, Weisgerber, Coseriu, Lyons, and lexical
field theorists at large;

e generativist and neogenerativist semantics, as originated in the
1960s, with the work of Katz and Fodor;

e cognitive semantics, as originated in the 1980s, and as represented by
the work of Lakoff, Langacker, Talmy, and others.

Of these four traditions, all except the generativist/neogenerativist have
made noteworthy contributions to the field of onomasiology.
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1. Prestructuralist semantics — apart from coining the term
onomasiology itself (Zauner, 1902) — has introduced some of the basic
terminology for describing lexicogenetic mechanisms. Although basically
concerned with semasiological changes, the major semasiological treatises
from Breal and Paul to Stern and Carnoy do not restrict themselves to
strictly semasiological mechanisms like metaphor and metonymy, but also
devote attention to mechanisms of onomasiological change like borrowing
or folk etymology. (Compare Quadri [1952] for an overview of the
tradition.) While the distinction between the two perspectives is treated
more systematically in the structuralist era, attempts to classify
lexicogenetic mechanisms continue to the present day. Different proposals
may be found in the work of, among others, Dornseiff (1966), Algeo (1980),
Tournier (1985), and Zgusta (1990).

2. The crucial contribution of structuralist semantics to onomasiology
is its insistence, in the wake of De Saussure himself, on the distinction
between semasiology and onomasiology. In the realm of diachronic
linguistics, this division shows up, for instance, in Ullmann’s classification
of semantic changes (1962). More importantly, the bulk of (synchronic)
structuralist semantics is devoted to the identification and description of
different onomasiological structures in the lexicon, such as lexical fields,
taxonomical hierarchies, lexical relations like antonymy and synonymy, and
syntagmatic relationships.

3. There are three important contributions that cognitive semantics has
so far made to onomasiology. First, cognitive semantics has drawn the
attention to a number of qualitative onomasiological structures that did not
come to the fore in the structuralist tradition. This shift holds true, on the
one hand, for the development of the Fillmorean frame model of semantic
analysis (Fillmore, 1977, Fillmore and Atkins, 1992). Frames constitute a
specific type of syntagmatic structure in the lexicon that received little or no
attention in the structuralist tradition. On the other hand, the seminal
introduction of generalized metaphor research in the line of Lakoff and
Johnson (1980) can be seen as the identification of figurative lexical fields:
the ensembles of nearsynonymous metaphors studied as conceptual
metaphors constitute fields of related metaphorical expressions (just like
ordinary semantic fields consist of ensembles of near-synonymous lexical
items).

Second, cognitive semantics introduces a quantitative perspective into
the study of onomasiological structures. As mentioned above, basic level
research in the line of Berlin and Kay introduces the notion of salience into

61



the description of taxonomical structures: basic levels are preferred, default
levels of categorization.

Third, cognitive semantics introduces a quantitative perspective into
the study of lexicogenetic mechanisms. Within the set of lexicogenetic
mechanisms, some could be more salient (i.e., might be used more often)
than others. Superficially, this increased use could involve, for instance, an
overall preference for borrowing rather than morphological productivity as
mechanisms for introducing new words, but from a cognitive semantic
perspective, there are other, more subtle questions to ask: do the way in
which novel words and expressions are being coined, reveal specific (and
possibly preferred) ways of conceptualizing the onomasiological targets?
For instance, do specific cultures have dominant metaphors for a given
domain of experience (and could such dominant metaphors perhaps be
universal — see Kovecses, 1990)?

In addition, cognitive semantics is gradually developing a pragmatic,
usage-oriented form of onomasiological research in which the various
factors that influence the onomasiological choice of a category for talking
about a given referent, are being investigated. It has been shown, for
instance (Geeraerts et al., 1994, 1999), that the selection of a name for a
referent appears to be determined by the semasiological salience of the
referent, i.e., the degree of prototypicality of the referent with regard to the
semasiological structure of the category, by the onomasiological salience of
the category represented by the expression, and by contextual features of a
classical sociolinguistic and geographical nature, involving the competition
between different language varieties.

A Conceptual Map of Onomasiology

To conclude, we can summarize the relationship between the various
aspects of onomasiology into a single comprehensive schema in Table 1.

Filling in the chart with the names of the research traditions that have
made a dominant contribution to each of the various subfields schematizes
the progressive development of onomasiology.

Table 1 A conceptual map of onomasiological research

Qualitative approaches: what are | Quantitative approaches: which
the relevant phenomena? phenomena carry more weight?
Synchronic Research into lexical structures: Research into onomasiological
structures structuralist semantics (plus salience: cognitive semantics
cognitive semantics)
Mechanisms Research into lexicogenetic Research into lexicogenetic
and processes mechanisms: prestructuralist mechanisms: cognitive semantics
of change semantics
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The historical development from prestructuralist semantics over
structuralist semantics to cognitive semantics implies a gradual enlargement
of the field of onomasiological research, from an interest in lexicogenetic
mechanisms over research into lexical structures (fields and others) to
various quantitative approaches taking into account the difference in
salience of the onomasiological phenomena.
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[pakTuyHe 3aHATTA 6

Construction Grammar
Laura A. Michaelis, 2006 | BOULDER (USA)

Introduction

Theories of sentence meaning describe the relationship between the
meaning of a sentence and the meanings of the words of that sentence. In
compositional theories of sentence meaning, the semantic and syntactic
requirements of the word (its argument structure) can be used to predict the
semantic and syntactic type of a phrase in which that word is the syntactic
head. According to this view, known as the principle of lexical projection,
words constrain potential sisterhood relations by specifying the types of
complements, adjuncts, and determiners that they either require or welcome
(Zwicky, 1995; Jackendoff, 1997: Chap. 3; Sag et al., 2003: Chap. 4). In
projection-based models of sentence meaning, concepts — like entities,
events, and properties — are expressed exclusively by words (Jackendoff,
1997: 48). Rules of syntactic combination assemble words and their
dependent elements into phrases, and the phrases denote complex concepts
like predicates and propositions. The rules of combination do not add
conceptual content to that contributed by the words and therefore do not
alter the combinatory potential of words. Thus, on the projection-based
view, sentences have meaning but sentence patterns do not.

The projection-based view of sentence meaning articulates closely with
models of syntax based on principles and parameters. In such models:

[a] language [is not] a system of rules, but a set of
specifications for parameters in an invariant system of
principles of [universal grammar], and traditional
grammatical constructions are perhaps best regarded as
taxonomic epiphenomena — collections of structures with
properties resulting from the interaction of fixed principles
with parameters set one way or another (Chomsky, 1989: 43).

On this view, the syntactic patterns of a language are not licensed by
the grammar of that language; they are simply artifacts of the interaction
between universal and language-particular constraints. Construction
Grammar (CxG) was devised in part to counteract the reductionist views of
syntax and semantics described above, but at the same time it represented a
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return to a traditional, ‘taxonomic’ mode of grammatical analysis.
Proponents of CxG have sought to show that there are constraints on form
and interpretation that cannot be explained except as the products of
grammatical constructions, form-meaning pairings of varying degrees of
productivity and internal complexity. In CxG, grammar is viewed as a
structured inventory of such pairings. Extensive discussion of the
implications of this view for syntactic theory can be found in Fillmore et al.,
1988; Kay and Fillmore, 1999; Kay, 2002; Zwicky and Pullum, 1991,
Zwicky, 1994, 1995; Goldberg, 1995, 2002; Michaelis and Lambrecht,
1996; Michaelis and Ruppenhofer, 2001; Goldberg and Jackendoff, 2004;
Fillmore et al. (in press).

Grammatical constructions have been a fundamental tool of linguistic
description since ancient times (Harris and Taylor, 1997), and for most of
that history they have been treated no differently from words — forms with
specific meanings and functions. It was only with the advent of generative
grammar that constructions fell into disrepute. It is easy to understand why:
the idea that patterns of word combination could be intrinsically meaningful
simply cannot be accommodated within the logical structure of the
projection-based view. If, for example, we change the associations within an
arithmetic sequence like 2 x (3 + 4) so as to create the sequence (2 x 3) + 4,
we change what the sequence denotes (from 14 to 10), but not what the
numbers denote. If we apply the same logic to syntax, we conclude that
changing the syntactic associations in a string of words changes only what
the word string means, not what the words in that string mean. While this
conclusion is well founded, proponents of CxG have argued that it is based
on an inappropriate analogy: content words (like nouns and verbs) do not
designate in the way that numbers do, because syntactic context determines
what kind of event, property, or entity the word denotes and, in turn, what
the combinatory behavior of that word is (Goldberg, 1995; Michaelis and
Ruppenhofer, 2001; Goldberg and Jackendoff, 2004).We will refer to this
effect of syntactic context as type shifting.

In the second section, we will look at the treatment of type shifting in a
construction-based model of syntax, with particular attention to verbal
argument structure and nominal syntax. As we will see, the CxG model of
semantic composition is integrative rather than projection-based: like words,
constructions denote semantic types (e.g., events and entities) and, like
words, constructions license syntactic and semantic dependents; therefore,
the interpretation of a phrase involves combining the interpretive and
combinatoric constraints of the phrasal pattern with those of the word that is
the head of the phrase. In the course of this discussion, we will explore the

65



formal representation of these constraints and the procedure used to
combine them.

In the third section, we will discuss additional arguments in favor of
construction-based grammar; these arguments involve idiomatic patterns,
functional oppositions in grammar, exceptions to ‘transconstructional filters’
and deficiencies of rule-based grammatical generalizations. A concluding
section will suggest connections between construction-based grammar and
usage-based theories of language acquisition and processing.

Type Shifting as Evidence for Construction-Based Meaning
Argument Structure

Projection-based theories of the syntax-semantics interface, including
Lexical Functional Grammar (Bresnan, 2001), Head-Driven Phrase
Structure Grammar (Pollard and Sag, 1994), and Role and Reference
Grammar (Van Valin and LaPolla, 1997), tend to focus on verbal argument
structure, and for good reason: the relationship between a verb’s semantic
requirements and the meaning of the clause built around that verb appears
highly transparent. For example, (1) denotes an event of transfer — involving
an agent, a ‘gift,” and a recipient — because the verb give denotes a scene of
transfer, and likewise requires the presence of these three participants:

(1) We gave the account to her.

Models of sentence meaning based on lexical projection provide a
straightforward picture of the syntax-semantics interface: while the verb
determines what the sentence means, syntactic rules determine how it
means. For example, in (1) the verb and the two arguments that follow it are
grouped together into a verb phrase (the predicate), which then combines
with a noun phrase (the subject) to form a sentence. In addition to
constituent-building rules, syntacticians have proposed realization rules,
called linking rules, that assign each of the verb’s thematic roles (e.g., agent
or patient) to a unique grammatical role (e.g., subject or object). Linking
rules, which are typically assumed to have crosslinguistic validity (Bresnan,
1994; Van Valin and LaPolla, 1997), are used to represent the fact that there
is usually more than one way to express the semantic arguments of a given
verb. For example, the verb give, in addition to allowing realization of its
recipient argument as a prepositional phrase (e.g., to her), as in (1), it allows
that recipient argument to be realized as a direct object, as in (2):
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(2) We gave her the account.

Thus, a given verb may be subject to several (mutually incompatible)
linking rules. These inking rules are assumed to add syntactic—realization
constraints to verb entries in which ‘‘[aJrgument roles are lexically
underspecified for the possible surface syntactic functions they can assume’’
(Bresnan, 1994: 91). These rules do not add to, subtract from, or alter the
array of thematic roles associated with the verb. For example, Bresnan
(1994) represents locative inversion, a presentational construction found in
both English and the Bantu language Chichewa, as one linking possibility
for verbs like stand, which license both a location argument and a theme
argument. Such verbs are subject both to the linking rule that produces the
pattern in (3) and to the linking rule that produces the ‘inverted’ pattern in

(4):

(3) Two women stood in the plaza.
(4) In the plaza stood two women.

However, attested examples of locative inversion like that in (5) are
difficult to square with the model of argument linking outlined above:

(5) Down at the harbor there is a teal-green clubhouse for socializing
and parties.
Beside it sparkles the community pool (Vanity Fair, August 2001).

Examples like (5) are problematic in Bresnan’s framework because the
verb sparkle does not assign either a locative role or a theme role — it is an
intransitive verb of light emission — and yet it is welcomed by the locative-
inversion argument-structure pattern. In examples like (5), Bresnan argues
(1994: 91), a locative-theme argument structure imposed by the pragmatic
requirement of presentational focus is ‘overlaid’ on the argument structure
of the verb. However, if argument structures are merely alternate
possibilities for the realization of the semantic roles licensed by the verb,
and not independent form-meaning pairings, the source of the ‘overlay’ is
mysterious.

Adherence to the projection principle results not only in ad hoc devices
such as an ‘overlay theme’ in cases like (5), but also, as Goldberg points out
(1995, 2002), appeal to implausible verb senses. Goldberg’s construction-
based model of argument structure accords a central place to innovative verb
uses like that in (5) and those in (6-8):
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(6) Most likely they were fellow visitors, just panting up to the
sky-high altar out of curiosity (Lindsey Davis, Last Act in Palmyra, p. 28).

(7) When a visitor passes through the village, young lamas stop
picking up trash to mug for the camera. A gruff ‘police monk’ barks
them back to work (Newsweek 10/13/97).

(8) Although he professed to like the sweater she knit him for his
birthday, he wouldn’t wear it in public [...] (www.knitty.com/
ISSUEwinter02/FEATsweatercurse.html).

Goldberg argues that if argument structure were determined
exclusively by the lexical verb of the clause, we would have to posit a
special verb sense for each of the usages exemplified in (6-8). Sentence (6)
would require a special sense of pant in which it means ‘move while
panting,” (7) would require a special sense of the verb bark in which it
means ‘cause to move by barking,” and (8) would require a sense of the verb
knit that would be captured by the paraphrase ‘knit something in order to
give it to someone.” Such word senses, as Goldberg argues, are not only ad
hoc and unintuitive, but also entail radical and unconstrained verb
polysemy.

In the construction-based model of argument structure proposed by
Goldberg, verb meaning is constant across syntactic contexts. No additional
lexical entries are created to represent the meanings and projection
properties of verbs found in nonce patterns like those in (5-8). Instead,
verbs combine with verb-level linking constructions, which denote event
types. These linking constructions assign grammatical functions to
participant roles contributed by the verb. Because these constructions denote
event types, each licenses the array of thematic roles entailed by its
particular event type. Take, for example, the ditransitive construction,
exemplified in (8). According to Goldberg (1995: Chap. 2), this pattern,
which she represents as a sentence type of the form NP V NP NP, denotes
an array of closely related event types, including actual transfer, intended
transfer, metaphorical transfer, and denial of transfer. Because of the event
type it designates, the ditransitive construction licenses three thematic roles:
an agent, a theme, and a recipient. The set of thematic roles licensed by the
construction may properly include the set of roles licensed by the verb, that
is, its valence. In such cases, the construction augments the verb’s valence.
For example, the verb knit, as a verb of creation, licenses two thematic roles,
an agent and a theme. In (8), however, knit is accompanied by three
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thematic roles: its valence has been augmented up to that of a verb of
transfer because the construction in which it is embedded (the ditransitive)
designates an event of transfer. While verbal argument structure cannot vary
as a function of syntactic context in projection-based models of argument
structure, valence augmentation is a predictable side effect of semantic
composition in construction-based models, which assume two sources of
thematic structure (the verb and the construction), rather than a single source
(the verb).

How are the semantic contributions of verb and construction
combined? The mechanism proposed by Goldberg involves fusion: the
identification of the verb’s participant roles with semantically compatible
roles licensed by the construction (Goldberg, 1995: 50-66). Goldberg
proposes a limited set of semantic integration relationships that may hold
between verb and construction (Goldberg, 1995: 65-66). One such
integration relationship is the instance relationship, as exemplified in (2).
Here, the event denoted by the verb give, and correspondingly the valence of
give, is identical to that of the ditransitive construction, which similarly
designates a transfer event. Other integration relationships entail valence
augmentation. Among these is the manner relationship, as exemplified by
(6): the verb pant designates an activity that occurs during the course of an
event of directed motion, the latter of which is denoted by the construction.
In this case, the valence of the single-argument verb pant is augmented up to
that of a directed-motion event, which entails both an agent and a goal
argument (see also Goldberg and Jackendoff, 2004). An additional
integration relationship proposed by Goldberg is the means relationship, as
exemplified in (7): barking is the means by which the agent causes the
theme argument to move. As in the case of pant in (6), the valence of the
one-argument verb bark is augmented up to that of the construction: in (7),
the construction, which designates an event of caused motion, has added
both a theme argument and a directional argument to the valence of bark.

Additional Arguments for Construction-Based Grammar

The arguments that we will consider here are based on: the existence of
formal idioms and relations of ‘family resemblance’ among such patterns
(Lakoff, 1987; Fillmore et al., 1988; Michaelis and Lambrecht, 1996;
Culicover, 1997; Goldberg and Jackendoff, 2004), paradigmatic effects in
morphosyntax (Michaelis, 1998; Ackerman, 2003), the inadequacy of
parameter settings as a model of typological variation (Pullum and Zwichy,
1991; Van Valin and LaPolla, 1997; Croft, 2002), and the failure of
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derivational rules to capture generalizations over the putative ‘input’ forms
(Goldberg, 1995; Bybee, 2001; Michaelis and Ruppenhofer, 2001; Croft and
Cruse, 2004).

Idioms and Inheritance

It has long been observed that complex expressions in a given
language can mean what they mean in the same way that words do — by
convention rather than composition. Such complex expressions are called
idioms. Fillmore et al. (1988) point out that while a great deal of attention
has been paid to substantive, or lexically filled, idioms (e.g., hit the nail on
the head, light a fire under x, take x to task), less attention has been paid to
formal idioms, syntactic patterns that are grammatically irregular with
regard to either their interpretation or their syntactic composition. An
example of a syntactically irregular formal idiom that has been discussed in
the CxG literature is the correlative conditional, e.g., The faster we run, the
slower they run (Fillmore, 1986; Michaelis, 1994; Culicover and
Jackendoff, 1999). While the construction has conditional semantics, no
phrase-structure rules of English allows paired comparative phrases of
exactly this type. An example of a syntactically regular but semantically
irregular formal idiom is the WXDY construction, e.g., What’s that fly doing
in my soup? (Kay and Fillmore, 1999). While a naive speaker might
interpret this pattern as questioning the purpose of an activity, it is actually
used to ask why a given state exists.

Fillmore et al. (1988) and Culicover and Jackendoff (1999) argue that
formal idioms are highly productive patterns, and that they therefore
constitute aspects of linguistic competence that a generative grammar must
account for. As Zwicky (1995) observes, CxG is uniquely well suited to this
task, because it eschews two assumptions common to competing phrase-
structure grammars: local licensing and head-driven category determination.
Since constructions have daughters, and daughters may have daughters,
constructions can be used to represent what Zwicky refers to as niece
licensing: a situation in which a construction’s daughter calls for a sister
with a daughter of a particular type. The spoken English sentence type
referred to by Brenier and Michaelis (2005) as hypotactic apposition
illustrates the role played by niece licensing in the representation of formal
idioms. An example of this construction is given in (14):

(14) That’s the real problem is that you never really know.
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Hypotactic apposition is a nonstandard presentational pattern that
consists of a ‘set up’ clause containing a cataphoric demonstrative pronoun
(e.g., that) followed by a ‘counterweight’ clause introduced by a finite form
of the verb be. The pattern qualifies as an idiom because the phrase-structure
rules of English do not permit the adjunction of a nonsubordinate finite
clause and a finite VP. Representing hypotactic apposition requires appeal to
niece licensing because the construction requires not simply a VP daughter
but one whose head daughter is, in turn, a finite form of the copula.

Other formal idioms violate head-driven syntactic category
determination, according to which the head of the phrase determines the
syntactic distribution of the phrase. An example of such a violation is
provided by adjective phrases containing the correlative degree word as,
e.g., as competent as she was. While such expressions constitute adjective
phrases in contexts like (15a), they have the external distribution of
concessive clauses in contexts like (15b):

(15a) She was as competent as she was.
(15b) As competent as she was, she wasn’t able to find work.

In addition to providing representational conventions appropriate to
formal idioms, CxG also captures semantic and syntactic relationships
between idiomatic patterns and more regular patterns. For example, Fillmore
(1986) observes that the English correlative conditional, despite having
numerous idiomatic properties, partakes of general syntactic and semantic
properties of the conditional sentence type, including having an antecedent
clause that is a polarity context. Relationships of this nature are represented
in CxG by inheritance networks, in which like constructions have partially
overlapping representations (Goldberg, 1995: Chap. 3). Inheritance
networks have been used to capture syntactic and semantic commonalities
among deictic and existential there-constructions (Lakoff, 1987),
exclamatory constructions (Michaelis and Lambrecht, 1996), subject-
auxiliary constructions (Fillmore, 1999), and resultative constructions
(Goldberg and Jackendoff, 2004).

Paradigmatic Effects in Morphosyntax
Inference based on oppositions in a language is central to the Gricean
model of conversational logic (Horn, 1984). For example, if a speaker

asserts Leslie caused the train to stop, the hearer can reason, via Grice’s
second maxim of quantity (‘Do not say more than you must’) that since the
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speaker chose not to use the less prolix formulation Leslie stopped the train,
the default situation (direct causation) did not apply. In such cases, the
interpretation of the periphrastic form depends upon the existence of a
synonymous unused form. Proponents of construction-based syntax have
also identified paradigm-based inference as a source of morphosyntactic
constraints and affordances. For example, Michaelis (1998: Chap. 5) argues
that the constraint that prevents past-time adverbial reference in present
perfect sentences (e.g., *I have visited Rome in 1999) is an effect not of
semantics but of a discourse-pragmatic opposition between the present
perfect and the simple past in English: the present perfect functions to
introduce a past-time interval rather than invoking an already established
past interval. Paradigmatic effects have also been used to motivate
constraints on argument-structure constructions. Goldberg and Jackendoff
(2004: 540-541) observe that the constraint barring the intransitive
resultative construction (16a) from expressing accompaniment to motion
(16b) can be attributed to the existence of a nearly synonymous
construction, the way-construction (16c¢), which can:

(16a) She skipped into the garden.
(16b) *She whistled into the garden.
(16c) She whistled her way into the garden.

Paradigmatic effects of the nature require a model in which the
grammar consists of a structured inventory of form-meaning pairings
analogous to the lexicon, i.e., a ‘constructicon.’ It is only in such a grammar
that constructions may enter into usagebased oppositions. Because CXG is
such a model, it appears uniquely equipped to describe paradigmbased
constraints in syntax.

The Inadequacy of Transconstructional Filters

In an early paper in the CxG tradition, Pullum and Zwicky (1991)
argue that the so-called double-ing constraint cannot be a general
morphosyntactic constraint of English. Examples that were used to motivate
the constraint include that in (17), but, as Zwicky and Pullum observe, there
are systematic exceptions, exemplified in (18, 19):

(17) Robin was starting going to concerts more frequently.
(18) Robin was enjoying going to concerts more frequently.
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(19) Robin was not starting, nor did she intend to start, going to
concerts.

Pullum and Zwicky propose that the double-ing constraint is not
therefore a transconstructional filter but instead a constraint on a single
constituent-defining rule: “‘[The VP constituency construction] is
inapplicable if its head Vand an immediately following head of a
complement VP are both in Present Participle form’’ (Pullum and Zwicky,
1991: 254). The significance of such findings is that they vitiate a model of
typological variation based on parameter settings and support one based on
constructions. Construction-based typological models include those of Croft
(2001), who argues that grammatical-function coding is derivative of
constructionally determined semantic relations, and Van Valin and LaPolla
(1997), who argue that the pattern of semantic neutralization that
characterizes the pivotal syntactic argument in the clause varies not only
from language to language but also from construction to construction. For
example, while English is widely analyzed as a nominative-accusative
language, there are highly productive constructions of English that require
other patterns of semantic restriction and neutralization. For example, in
English imperatives, the null instantiated element represents an agent rather
than a subject. Further, in English resultative sentences the argument of the
secondary predicate can be either a subject or an object, as shown by (20,
21), but it must be a patient-type argument, as shown by (22):

(20) The cake fell flat.
(21) She hammered the metal flat.
(22) She ran *(herself) tired.

What this suggests is that the murkily defined ‘ergative undercurrents,’
sometimes identified in nominative-accusative languages, are simply
reflections of the fact that different constructions in a given language require
different pivotal arguments. By the same token, split-case systems need not
be seen as trending in one direction or another (e.g., away from ergative-
absolutive organization and toward nominative-accusative organization).
That a given language should use different patterns of semantic
neutralization for different syntactic purposes is expected if constructions
are the basis of syntax, but not otherwise.
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Product-Oriented Generalizations

In Bybee’s (2001) schema-based model of inflection, the rule-rote
distinction is replaced by a ‘superpositional memory’ in which like forms
overlap, e.g., the irregular past tense forms sang, rang, and drank. Affixes,
roots, and stems do not have independent representations; they exist only as
similarity relations among words. These relations are captured by product-
oriented schemas. Product-oriented schemas represent similarities among
forms of a specific category, but do not derive one category from another. In
this model, the main determinant of productivity is the type frequency of the
schema — the number of different words that represent the schema.

While it might appear that product-oriented schemas would miss
source-oriented generalizations, Bybee shows that template can be used to
capture similarities among schemas that participate in an opposition. For
example, the template [SVN] could be used to capture the phonetic and
semantic similarity among the members of the ablaut relation exemplified
by the triad sing-sang-sung. Further, Bybee shows (2001: 126-127) product-
oriented schemas are superior to source-oriented schemas in that the former
are not derailed when we cannot find generalizations across the putative
source forms. She bases this argument on English past tenses in [L] (string,
cling, fling). The addition of new members to this class (e.g., struck, stuck,
dug, shuck), made a source-oriented generalization impossible: the present
tense counterparts of the newly added past tense verbs lack a nasal coda and
have a variety of vocalic nuclei, among them ([i], [ai], and [#]). However, a
product-oriented generalization is possible, as captured by the schema
CLCJvelar].

Construction grammarians (e.g., Goldberg, 1995 and Michaelis and
Ruppenhofer, 2001) also use the lack of valid source-oriented
generalizations to argue for product-oriented ones. In particular, they argue
that verbal linking patterns are produced by constructions rather than by
lexical rules. As discussed in ‘Argument Structure,” lexical-rule-based
approaches to verbal argument structure assume that thematic structure is
unaffected by the application of a lexical rule, but the word that constitutes
the ‘input’ to a putative lexical rule may (a) lack the necessary thematic
roles (as do verbs of creation with respect to the ditransitive pattern; see
‘Argument Structure’ above) or (b) lack thematic structure altogether, as do
nonce denominal verbs. Example (23), taken from Michaelis and
Ruppenhofer (2001: 4-5), illustrates the latter problem with respect to the
German applicative pattern, in which a locative argument is linked to a
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nonoblique grammatical function (either subject or object) and the
inseparable prefix be- is attached to the verb:

(23) Es mag ja lustig sein, zwei hartgekochte Eier wie Clownsko™ pfe
mit angekeimten Sojabohnen zu behaaren und sie auf Gurkenscheiben
zustellen|. . .].
‘It might be funny to be-hair two hard-boiled eggs like clowns’
heads with germinating soy beans, to stand them up on cucumber slices

L.

In (23), an active voice, trivalent applicative predication, the base form
is the noun Haar (‘hair’). This word is inherently nonrelational, as it has no
verbal counterpart outside of this context: German lacks a transfer verb
*haaren (‘hair’). The applicative predication in (22) designates a transfer
event of the type denoted by trivalent applicative verbs like beladen (‘load’),
and yet the thematic roles present in (23) are evidently not licensed by the
stem Haar, because Haar is not a verb, let alone a transfer verb. Instead, as
Michaelis and Ruppenhofer (2001) argue, the applicative pattern imposes its
own thematic structure, and therefore it is a construction rather than the
output of a lexical rule.

In addition, proponents of argument-structure constructions have
argued against lexical-rule-based approaches on the grounds that such
‘rules’ may have no uniform ‘product’ (Goldberg, 1995: 31-39). For
example, German applicative verbs designate a variety of image- and force-
dynamic schemas, including coverage, intensive action, repeated action, and
benefaction (Michaelis and Ruppenhofer, 2001). Because constructions, like
words, are potentially polysemous (Michaelis, 1994), the construction-based
model of verbal argument structure can readily accommodate this semantic
variety (Goldberg, 1995). In such accounts, distinct senses of a given
argument-structure construction are related via inheritance, as described in
‘Idioms and Inheritance.’

Conclusion

Because constructions, like words, freely combine semantic constraints
(like event representations) with pragmatic constraints (like use conditions),
describing constructional meaning requires us to combine cognitive and
discourse-functional explanation. This integrated approach characterizes
much of the current research on language and mind: studies of language
acquisition and sentence processing increasingly emphasize the role of
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usage factors, in particular the relativity frequencies of words and
morphosyntactic patterns. Such studies have shown, for example, that the
onset of verb overregularization errors in early child language is triggered
by an increase in the proportion of regular to irregular verbs in the child’s
vocabulary (Marchman and Bates, 1994) and that the likelihood of a
gardenpath ‘detour’ during sentence processing is a function of the prior
probability of a given constituent structure (e.g., reduced relative vs. main
verb) combined with the transitivity bias of the lexical verb (Narayanan and
Jurafsky, 1998). Such studies support the view that linguistic knowledge is
the knowledge of routines (Langacker, 1987; Bybee, 2001; Tomasello,
2001, 2003; Croft and Cruse, 2004) and that language acquisition is the
““mastery of artifacts and conventions’’ that children ‘‘may adapt for
creative uses as their mastery progresses’’ (Tomasello, 2001: 160). If these
theorists are correct, knowledge of language is the product of acculturation,
and grammatical constructions are the basis of syntax.
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